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The following pages present the description of the applied data homoggoiz method
MASH and interpolatiomethod MISH. The manuals contain all the information regarding
these processes from the mathematical backgd to the detailed introduction of the
program systems and examples of applicaticAdditional methods used forspecial
parameterssuch as dailyind direction are described in deliverables D1.12, D2.5, D2.8 and
D2.9.
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PREFACE of Version MASHv3.03

The developments of the new version MASHv3.03 are connected with four topics.

The first is the input/output operation&t the present version the COST Action
ES0601 (HOME) format also can be used and the description of this file format is enclosed.
The converting programs can be found by the scheme of program system (see pages 21, 56).

The second is a modification of hogemization procedure of monthly series at SAM
system (page 28). At the new version we recommend to start with a preliminary examination
of the annual series. Normally MASH procedure would start with the monthly series and later
examine the seasonal and aahseries. The new possibility is to begin with an examination
of annual series and to use the detected breaks as preliminary information (metadata) for the
standard application of MASH for monthly data.

The third topic is the new developments for auteomathat aims to obtain automatic

procedur es. These automatic O6user friendlyo
the users. The directions for use can be f ol
23), ASAM i n-29,rwhid sections are sfrangly ree@nmended for the users.

As regards the fourth topic, there were also some developments for daily data. Some
new program procedures were elaborated for missing data completion and data quality
control. The description of these pemlures can be found on page 59.

PREFACE of Version MASHv3.02

The MASH procedure was developed originally for homogenization of monthly series.

It is a relative method and depending on the distribution of examined meteorological element
additive (e.gtemperature) or multiplicative (e.g. precipitation) model can be applied. In the
earlier program system MASHv2.03 the following subjects were elaborated for monthly
series: series comparison, break point (change point) and outlier detection, correction of
series, missing data completion, automatic usage of meta data and last but not least a
verification procedure to evaluate the homogenization results.

The next version MASHv3.01 was developed for homogenization of daily data
furthermore for quality conti of daily data and missing data completion. During the
procedure normal distribution and additive model were assumed for daily data that are
appropriate for temperature, pressure etc. elements.

The new version MASHv3.02 is extended also for homogenizabf daily
precipitation data. The procedure developed for daily data is in accordance with the
multiplicative (or cumulative) model that is assumed for monthly precipitation sum data.
Quality control of daily data and missing data completion are alsorperd during the
procedure.

The program system for homogenization of monthly series was not changed. Only
exception is the type of usable coordinates that were changed for filambda type, because
perhaps it is more general.
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PREFACE of Version MASHv2.03

The MASH method was developed in the Hungarian Meteorological Service (see
References). It is a relative homogeneity test procedure that does not assume the reference
series are homogeneous. Possible break points and shifts can be detected tacltladjugh
mutual comparisons of series within the same climatic area. The candidate series is chosen
from the available time series and the remaining series are considered as reference series. The
role of series changes step by step in the course girtloedure. Depending on the climatic
elements, additive or multiplicative models are applied. The second case can be transformed
into the first one by logarithmization.

Several difference series are constructed from the candidate and weighted reference
series. The optimal weighting is determined by minimizing the variance of the difference
series, in order to increase the efficiency of the statistical tests. Providing that the candidate
series is the only common series of all the difference series, podats detected in all the
difference series can be attributed to the candidate series.

A new multiple break points detection procedure has been developed which takes the
problem of significance and efficiency into account. The significance and thesefycare
formulated according to the conventional statistics related to type one and type two errors,
respectively. This test obtains not only estimated break points and shift values, but the
corresponding confidence intervals as well. The series canjimettiby using the point and
interval estimates.

Since a MASH program system has been developed for the PC, the application of this
method is relatively easy, with emphasis on GAME of MASH (see program
MASHGAME.BAT), which is a playful version of MASH peedure for homogenization.

This version can be developed towards the automation.

Some developments are connected with special problems of the homogenization of

climatic time series.

One of them is the relation of monthly, seasonal and annual seriesrokienp arises from

the fact, that the signal to noise ratio is probably less in case of monthly series than in case of
derived seasonal or annual ones. Consequently the inhomogeneity can be detected easier at
the derived series although we intend to adjustmonthly series (see the SAM system).

Another problem is connected with the usage of Meta Data in the course of homogenization
procedure. The developed version of MASH system makes possible to use the meta data
information- in particular the probabléates of break pointsautomatically.

The new version includes a new transformation procedure as well, which has been developed
for the multiplicative model on purpose to solve the problem arising from the values coming
near to zero.

A new part of MASH sgtem is a verification procedure (MASHVERI.BAT) which
makes possible to evaluate the actual or the final stage of the homogenization. We think the
verification is an important part of the topic of homogenization since all over the world there
are a lot ofso called homogenized series however their reliability sometimes is doubtful. The
basic conception of the verification procedure is that the confidence in the homogenized series
may be increased by the joint comparative mathematical examination of thmaloaigd the
homogenized series systems.

The last development is connected with certain automation of the procedures (see
program: SAMTEST.BAT).
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(MOTTO)

PROBLEM of HOMOGENIZATION

Basis: DATA

Tools:

MATHEMATICS : abstract formulation

META DATA ; historical, climatological information
SOFTWARE : automation

SOLUTION = MATHEMATI CS + META DATA + SOFTWARE

(i) without SOFTWARE:

MATHEMATICS + META D ATA = THEORY WITHOUT BENEFIT

(i) without META DATA:
MATHEMATICS + SOFTWA RE = GAMBLING

(i) without MATHEMATICS:

META DATA+ SOFTWARE = A STONE AGEOGATESOL
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BASIC PRINCIPLES of MASH Procedure

- Relative homogeneity test procedure.

- Step by step procedure: the role of series (candidate or reference series)
changes step by step in the course of the procedure.

- Additive or cumulative model can be used depending on the climate
elements.

- Monthly, seasonal or annual time series can be homogenized.

- In case of having monthly series for all the 12 months, the monthly,
seasonal and annual series can be homogenized together.
(SAM procedure: Seasonal Application of MA$H)

- The daily inhomogeneities can be derived from the monthly ones.

- META DATA (probable dates of break points) can be used
automatically.

- The actual or the final stage of the homogenization can be verified.

PROGRAMMED STATISTICAL PROCEDURE
(SOFTWARE: MASHv2.03)

ExXAMPLE . Let us assume that there is a difficult stochastic problem.

In case of having relatively few statistical information:

- an intelligent man is possibly able to solve the problem, but it is time
consuming;

- the solution of the problem can not be programmed.

In case of increasing the amount of statistical information:
- one is unable to discuss and evaluate all the information,
- but then the solution of the problem can be programmed. (CHESS!)

AIM, REQUIREMENT

- Develgoment of mathematical methodology in order to increase the
amount of statistical information.

- Development of algorithms for optimal using of both the statistical and
the O6meta datad information.
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THE MAIN CLIMATOLOGICAL AND STATISTICAL PROBLEMS

Modelling of the stochastic relationship between data series:

additive model, cumulative (multiplicative) model depending on climate
elements, distribution of series elements.

Modelling of "inhomogeneity": break points, shifts, outliers etc..

Comparison of the examined series (Relative Testinethods for multiple
comparison of the candidate series with more reference series; selection for
"good" reference series systems, weighting of reference series, estimation of
weighting factorsMultiple Compaiison by Optimum Interpolation.

Missing values: methods for closing gaps in the series.

Break points detection:

mathematical formalization according to the statistical conventions:
- first kind error ( significance )

- second kind error ( efficiency )

point estimation and interval estimation (confidence interval),
procedure for multiple break points and outliers detection.

Correction (adjusting) of candidate series:
separation of the detected break points and outliers for the candidate series,
point estimation, interval estimation (confidence interval) for the shifts.

Relation of monthly series, seasonal series, annual series:
SAM (Seasonal Application of MASH).

Homogenization of daily data: methodology.
Meta Data: automatic using of statioridtory.
Automation: interactive, automatic procedures for homogenization.

Verification: procedure to evaluate the homogenization results.
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|. THE MATHEMATICAL BASI S OF OMAEPURE PROC

(draft version)

1. STATISTICAL MODEL LING

1.1 Additive Model (for example temperature)

Examined series

X, (1) =C,(t)+H (t) +et) (j=12» N;t=12» .n)

C: climate change]H : inhomogeneitye: noise

1.2 Multiplicative Model (for example monthly or seasonal precipitation)

Examined series

X,'(t) =C M CH, 1) G ) (j=12» N; t=12» .n)

C”: climate clange; IH ¥ inhomogeneity, e : noise

Logarithmization for Additive Model

X, (t) =C,(t)+ IH (t) +e,t) (j=12» N;t=12» .n)
where

X=X ') , Ct)=InC (),

IH,®=InIH 't , g®)=Ine ()

Problem

If Xj*(t) values are near or equal @

This problem can be solved by a Transformation Procedure which increases gimglittie
values. Consequently the Multiplicative Model can be transformed into the Additive One.
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2. MULTIPLE COMPARISON OF THE EXAMINED SERIES

Candidate series and its inhomogeneityt.(t) , IH .(t) cl {1,2...N}

Set of indexes of reference serig: E {1,2,..,N} (il R, ,if G(t)° C.(t))

Optimal Difference Series belonging to the sulREY I R, (m= 1. 2Rl 1)
(| |:numerosity)

zMt)=X()- & wOXi(t), where Jw=1, w20
if R(™

and  V(z{™) = variance(z{™) = minimum
W

Result:

ZEO=H® - & wOH @) + TP = H) - Hen O+ K70
i R(™

Example:

It v(z{™) = variance@™) =0 and IH R (1) * O then z{M ()1 IH (1)

22

Optimal Difference Series Syste@{™ (t), mi M* E ?L....ZRC - 19 ,‘M*

) Zém) (t): Optimal Difference Series belonging to subsRéf“) (for efficiency)

(i) 1 Rém) =A (for identification of inhomogeneity of candidate series)
m M
@ii)  maximum (Variance(Zém))) = minimum (for efficiency)
m M M

(iv) If (i), (i), (i) are fulfilled then let ‘M*‘ be minimal too! (for efficiency)
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3. EXAMINATION OF DIFFERENCE SERIES
3.1 Break Points Detection

Difference series: Z(t) = IH (t) + d/(t) (t=12» ..n)
IH (t)

1 Pl PL n

The real break points (to the left{ 1¢ B, <P, <....<R <n}

BASIC POSTULATES FOR THEDECISIONMETHODS ( FORMALIZATION )

. é g @ D O
The detected break points; 1¢ P1<P2<.....<PL <n
i y
(i) Type one error(significance)
1%}
There exists such & :
1] 1]
interval (P, 1, Pj,1) 1 se{R <P, <...<R }=A
homogeneous
IH (t)
/] 1%} /]
Pl-1 P Pl+1

We have to intend tgive the probability of type one error, i.e. the significance level!

(i) Type two error (efficiency)

There exists such a real break point that we could not detect. As much as possible!
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3.2 Significant Procedure for Break Points Detection

Inhomogendy measure for all the intervals

Statistics: INH([k,1])2 0 " kl:1¢k<l¢n

and INH([i, j]) ¢ INH([k,1]) . it [i,j]1 [k.1]

Test Statistic of difference series

The inhomogeneity of difference seriegqt) can be characterized by the

Test Statistic: TS= INH([1, n])

The critical value @ ) ( by Monte Carlo Method )

P(Ts>a | if z(t) homogeneos )=sig. level (=0.1,0.05,0.01)

Test Statistic can be compared to the critical value and in case of homogeneity it
should be less, on the given significance level.

PROPERTIES OF THEDETECTING PROCEDURE

(FOR THE PURPOSE OFGNIFICANCE AND EFFCIENCY)

& @ O D5 0
If the detected break pomts. 1¢P1<P2<...< P|_ <ng, then
y

mammum%NH(( Py |:'I ])o ¢ ax< mwmum%NH(( P1, P|+l])o
1=1,.. 1_+19 ' I=1,.. L ¢

i.e. on the given significance level:
/]

- the intervals ( Pi.1: P +1] are not homogeneous, consequently the detected
1]
break points P| are not superfluous,

%)
- the intervals (P, P;] can be accepted to be homogeneous.
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Confidence Intervals

Confidence intervals also can g@en for the break points on the

/]
confidence level (&ig. level): i:| I =1,.....L

3.3 Estimation of Shifts
Point estimation; Confidence intervals for the shifts

4. EVALUATION OF HOM OGENEITY OF CANDIDAT E SERIES X(t)
Based on the Test Statistics (TS) belonging to the Optimal Difference Series:

zZMey  (m=1.2%-1)

5. CORRECTION OF CANDIDATE SERIES X(t)

Based on the examination of the Optimal Differeneges System:

Z@, mim EfL.2Rag T2

BAsSIC PRINCIPLE OFBREAK POINT DETECTION FORCANDIDATE SERIES

Let us assume, that

g - *

P(M (mi M") : detected Break Points,

1M (mi M") : Confidence Intervals

belonging to the Optimal Difference Seri&™(t) (mi M"), AND

(%) .
1 1M A as well as wopM g (M
m M m M
DECISION

%
The Amoash IPéS”?n i8 a Break Point of the Candidate Serkg(t) .
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6. USING OF META DATA (Meta Data: probable dates of break points)

BASIC PRINCIPLE OFBREAK POINT DETECTION BY USING OFMETA DATA

Candidate series and its M@ata:

X)) , D {1¢D(C)<D(°)< <D|(<C)<n}

C

22

Optimal Difference Series System:Z((:m)(t) , ml M, ‘M*

Let us assumehat

@ P

PM (mi M") : detected Break Points,

1M (mi M") : Confidence Intervals

belonging to the Optimal Difference Serig&l™(t) (mi M), AND

%] .
1 1M A as well as wopMm g m
m M m M

BAsIC DECISIONRULE

01 Q:= gl |<m)81D A

cmi M”

The Amost D(ﬁ)f Q) bisaBreakdoint of the Candidate Serkg(t) .

(Break Point: Meta Data)
(ii) If gl |<m>81D =A but §8 |(m>81D A
cm M’ . cm M’ +

No Decision.

(iii) If % I(m)81D =A

cm M’

(/]
The Amost PﬁS“)r i d Break Point of the Candidate Seri¥s(t).
(Break Point: i's not Meta Dat a,

but

Aundoub
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7. EVALUATION OF META DATA

(Meta Data: probable dates of break points)

THE QUALITY OF META DATA CAN BE VERIFIED BY STATISTICAL TESTY!!

For example: the problem of Missing Meta Data??

In Practice: the statistical Test Results are often verified with the Meta Data.
BUT: the question may be turned round!

Examined series and their Meta Data
X,®, D ={1¢D?<D{" <..<D{’ <n} (j=12» .N)

Candidate series and its Meta DataX.(t) , D; cl {12...N}

Optimal Difference Series belonging to the subs@ém) I R :

zEM(t)=XcM)- awot) = awdXc)- Xi®))= a w &g(t)
ii R i R i R

Transformation of Difference Serieg; (t)

p— _ Ui Ui Ui
D =D.8 D) ={16 0% <09 < <0 <

Iézci (t)- ZglL D{f“”] i 1ete p{eW) |

Z(0) =12 (1) - Zg (DY, DEPT it DY) <te DY (k=2....Kcy)
| _ o .
i) - Ze (Dﬁcclé),n] if D*(<CCLUJ:) <t¢n

Zg (a,b): average of Z;(t) above the interval(a,b).

Transformed Optimal Difference Series belonging to the sub%éé’f) | R.:

ZiM@) = & w Ty ) (m=1.2% - 1)
il R(™
are homogeneous if the inhomogeneities can be explained by the Meta Data!

EVALUATION OF META DATA: Based on the Test Statistics (TS) belonging to the
Transformed Optimal Difference Seri@ém) ().




CARPATCLIM Date VersioPage
Report 01/03/2013 final 16

8. SEASONAL APPLICATION OF MASH (SAM)

Monthly difference series  z(®)(t) (k=12» .K)

Expectations and Variances: E(Z(k) t)=1MH (k) 1), V(Z(k))

K
Seasaoal mean difference series Z(t) = 1 a z®) (1)
k=1

o K
Expectation and VarianceE(Z(t)) = IH (t) = i 3 1H®w, V(Z)
k=1

The test rests after the Homogenization of monthly series

Ho: H®@®10 (k=12» .K) can be accepted.

BUT! (sometimes)H,: IH(t)* 0 can not be accepted!

The reason of the problem

The efficiency of test depends on the signal to noise ratio, and according to the test results

‘HWM)

. RzM (1)) = °Q (k=12» .K),

RZ(t) =
WV(Z) Jv(z®)

as a consequence of the general inequatyz) < V(z(¥) (k=12» .K)

Deviance series and ratios

H®) (1) - m(t)‘

Mz®- 2)

|
z0m- 2, R(z0©-zm) = (k=12 .K)
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Lemma l

it REZ@®)>RzZ®t) (k=12» .K), then

< - —
ﬁ(Z(t)- Z(t)) = i k'a'_lR(z(k) (t) - Z(t)) ¢ m'?x{ R(Z(k) (t)} Ci \>|/_|((ZZ-_ZZ))

where
V(Z - Z): arithmetic mean of the varianceg z") - Z) (k=12» .K),

Vi (Z- Z): harmoiic mean of the varianceg(Zz*) - Z) (k=12» .,K)

Consequently if REZ(1)>RZ®®)°0 (k=12» .K),then

the ratios R(Z(k)(t)- Z(t)) (k=1,2,» .,K) are probably near to 0.

Test d Hypothesis

Ho: R(zWm-2zm)ro (U H®m2HE ) (k=12 .K)

The test of hypothesis is based on the examination of the deviance series

z® -z (k=12» .K).

If Hq_can be accepted, then

_ N 1 K -

R(z@)- H®)= ca R(Z(k)(t)- IH(t)) °Q
k=1

as a consequence of the following lemma.

Lemma 2
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R(z®)- H®)e mkax{ R(z®1)- Z(t))}? \); ((Zz))
where

V(Z) : arithmetic mean of the varianceg Z(k)) ( k=12 K)

VH(Z) : harmonic mean of the varianceg Z(k)) (k=12» .K).

Consequently the ratios
R(Z(k) (t) - ﬂ(t)) (k=12» .K)

are probably near to 0, i.the monthly inhomogeneitiel$d (k) (1) ( Kk :1,2,.,K) can be

estimated with the estimation of the seasonal inhomoge@(y) .

9. VERIFICATION OF HOMOGENIZATION

9.1 Additive Model (for example temperature)

Original Series

Xo,(t) =C,(t)+H,@1) +e(t) (j=12» N;t=12» .n)
C: climate change]H : inhomogeneitye: noise

Estimated Inhmogeneity Series II-EJ. (9]
Homogenized Series Xy (1) =Xq; (1) - II-EJ. (t)
Residual Inhomogeneity Series IH ¢ (t) =I1H () - II-EJ. (t)
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Optimal Interpolation of Series

Interpolation of Original Series: )&, ; (t) =w, + § w X, (t),
iR,

where R, is the reference index setq w, =1 and

il Ry

ERRE (X0, ®- %, (0 )°)= minimum.

Interpolation of Homogenized Series)EH’j O =w,+a w X, (1),
il R,

where § w =1 and ERR:Eé?e(XH,j(t)- )EH,j(t))?: minimum.

il Ry Wo W

Regression of I-Ej (t) by Meta Data (probable dates of break points)

Meta Data: D, ={1¢ DY <D’ <...<D{" <nf

?(ﬁ)A[J, D] jif 1¢te Dl

®=1 ), 00L00 i DY) <teDl) (k=2..kK,)
|

1=

Mreg, j

(TFE)A(D(K{),n] jif DU <ten

i

—_>

(I_I-E)A<a, b) : arithmetic mean ofl I-Ej (t) above the interval(a,b).
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9.2 Multiplicative Model (for example monthly or seasonal precipitation)

Original Series

Xc:,j(t) :Cj* (t)UH .-* (1) G, (t) (j =12» N; t=12» .,n)

C”: climate changelH ¥ inhomogeneity, €' : noise

Logarithmization for Additive Model

Xo,ij(1) =C;(t)+ IH (1) Te(t) (j=12» N;t=12» .n)
where
Xo; ) =INX5(t) , CE)=INC/(t), IH () =INIH (1), &(t)=Inge (t)

Problem

If Xo*,j (t) values are near or equal @ This problem can be solved by a Transformation

Procedure which reases slightly the little values. Consequently the Multiplicative Model
can be transformed into the Additive One.

Estimated Inhomogeneity Series

I (1) (>0) , IHE, (1) = In 1K (1)
Homogenized Series
. Xo,; () vt ey =
X ()= nEf 0 Xy ;@) =N X, 0) = X, (1) - 1HF 1)
Residual Inhomogeneity Series
) IH . (t) \ =
|H,esj(t):m , IH oo (1) =IN1H . (t) = H, () - IHF (1)
00Optimal 6 I nterpolation (multiplicative)

Interpolation of Original Series?E& () = exp()Eo’ j (t)) =g" Cf) (Xo*,i (t))w'

il R;
where )EO’J. (t) is the optimally interpolated series of, ; (t).

Interpolation of Homogenized Serieg:,j,j (t) = exp()EH,j (t)) =g Cf) (XH*,i (t))W' where

iR,

)EH,J. (t) is the optimally interpolated series of,, ;(t) .

Regression of I-ll_:i* (t) by Meta Data (probable dates of break points)

Meta Data: D, ={1¢ D{’ <Dy’ <...<D{ <n}
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I, () = eI, ()=

('# ..of! i 1¢te Dl
ZI(I#J' )G(Dk-l’ k)] f Déj)l<t¢D (k=2,.K. )
FE?)G(DI((ij),n] i D}((JJ) <te¢n

—— —
—_

Il-ll_:j )G<a, b) : geometric mean of I-Ej (t) above the interval(a,b).

9.3 Series for Verification Procedure

6Addi ti ved Seriiceasti ved Seri es 6 Mu

Original Series: X, (t) X (1) = exp(X, (1))
Estimated Inhomogeneity : II-E(t) 1= t) = exp(l I-E(t))
Homogenized Series: X, (t) X, (t) =exp(X,, (1))
Residual Inhom. (unknown):  1H (t) IH () = exp(IHres(t))
Opt. Int. of Orig. Series: )EO (t) )E*(t) = exp()E (t))

Opt. Int. of Hom. Series: %, (1) ¥ (1) = exp()E (t))
Regr. of Est. Inh. by Meta: II-ll_ZMreg () II-'l_ZMreg ()= exp(ll-'i_:Mreg J (t))

At the additive model we have additive series omlyile in case of the multiplicative model
we have additive and multiplicative series alike.

9.4 Basic Statistical Functions for Verification Procedure

Statistical Functions for O0Addi tived Series

Deviaton of seriet) , y(t) (t=12» .n): D(x, y)=\ié (x(0) - y©O)

. . 1.0 — \2
Standard Deviaton of seriegt) (t=12» .,n):  S(x)= \/na (x(t) - X(t) A)
t=1
Deviation Error of estimatiost) (t=12,..n): ERRx,%) = D(x, £

StatisticaFuncti ons for 6Multiplicatived Series

DH—\

Fluctuation of seriex(t)(>0), y(t)(>0) (t=12» ..n): F(x,y)= ﬁ ma%xgg ’ 3’(3&8
¢ x(t) 2



CARPATCLIM
Report

01/03/2013

VersioPage
final 22

Standard Fluctuation of seriegt)(>0) (t=

(G: geometric mean)

Fluctuation Error of estimatiodgt)(>0) (t=12,..n):

Lemma

Connection between the additive and multiplicative statistical functions:

S(iny)

SF(y)° SF(x)sin

9.5 The Verification Statistics

For both model

cul ation of

D(Inx,Iny)

F(x,y)° SF(x) sing

case of multiplicative model the vication statistics can be interpreted for the

oOomul tiplicativebo

|. Test Statistics for Series Inhomogeneity

l.1. Test Statistic After Homogenization (TSA)
Examined series:  Z,,(t) = X,,(t) - %, (t)

l.2. Test Statistic Before Homogenization (TSB)
Examined series: Z,(t) = X(t) - )Eo(t)

1.3. Statistic for Estimated Inhomogeneity (IS)

Examined series: II-E(t)

too according

The homogenization can be considered is successhd ifést Statistic After
Homogenization is little and the Statistic for Estimated Inhomogeneity is in accordance with

the Test Statistic Before Homogenization.

Il. Characterization of Inhomogeneity

II.1. Relative Estimated InhomogeneitRI1=

Multiplicative interpretation: SF(II-E )0 SF(X )

[1.2. Relative Modification of SeriesRI2= —~2"—"7%

Multiplicative interpretation: F(XS,X )° SF(X )RI2

[0))]
Fr

—

D(XO,X )

t

veri fi

(0]

cati

t

he
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II.3. Lower Canfidence Limit (RI3) for Relative Residual Inhomogeneity:

o

% (( fes))z RI3 82 1- sig. level (=0.9,0.95,0.99)

Multlpllcatlve interpretation: P( SF(IHres)2 SF( )RB )2 1- sig. level

lll. Representativity of Station Network
ooy, ERAX. K, )
s(x.)
Multiplicative interpretation: FERR(XH, )0 SF( )1 "

V. Test Statistic for Meta Data

Examined series: Z,(t) = X, (t) - )EO(t) with Meta Data.

V. Representativity of Meta Data
ERRIHF IFF,,. )

s{itF)

.. . . . * — . \1- RM
Multiplicative inteipretation: FERR(II-E )0 SF(II-E )

Mreg

RM =1-
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CRITICAL VALUES FOR TEST STATISTICS (by Monte Carlo Method)

Significance level: 0.1
Length of seriescritical valuefor the Test statistic of inhomogeneity

10:15.902 ; 20:15.845; 30: 16.160 ; 40: 16.765;

50:17.156; 60:17.697 ; 70:18.059 ; 80: 18.369;

90: 18.655 ; 100: 18.843; 110: 19.008 ; 120:19.101;
130: 19.220; 140: 19.397 ; 150: 19.526 ; 160: 19.609;
170:19.678; 180:19.749; 190: 19.789 ; 200: 19.950
Significance level: 0.1
Length of seriescritical valuefor the outliers Test statistic

10: 5.495; 20: 5.530; 30: 5.898; 40: 6.126;

50: 6.330; 60: 6.486 ; 70: 6.613; 80: 6.719;

90: 6.802; 100: 6.914; 110: 7.009 ; 120: 7.089;
130: 7 .145, 140: 7.234; 150: 7.294 ; 160: 7.343;
170: 7.387; 180: 7.434; 190: 7.512; 200: 7.558

Significance level: 0.05
Length of seriescritical valuefor the Test statistic of inhomogeneity

10: 23.602 ; 20:20.924 ; 30:20.530; 40: 20.574;

50:20.861 ; 60: 20.914 ; 70:21.313; 80: 21.395;

90: 21.534 ; 100: 21.599 ; 110:21.731 ; 120: 21.760;
130:21.933; 140:21.936 ; 150: 22.052 ; 160: 22.063;
170:22.078 ; 180:22.193; 190: 22.288 ; 200: 22.362
Significance level: 0.05
Length ofseries:critical valuefor the outliers Test statistic

10: 9.263; 20: 7.445; 30: 7.442; 40: 7.582;

50: 7.710; 60: 7.797 ; 70: 7.901; 80: 7.996;

90: 8.028; 100: 8.076 ; 110: 8.147; 120: 8.202;
130: 8.295; 140: 8.344; 150: 8 .403; 160: 8.433;
170: 8.484; 180: 8.518; 190: 8.531; 200: 8.607

Significance level: 0.01
Length of seriescritical valuefor the Test statistic of inhomogeneity (ovestimated values)

10: 52.000; 20: 37.000 ; 30: 33.000 ; 40: 32.000;
50:31.000 ; 60: 30.000 ; 70:30.000 ; 80: 29.000;
90: 29.000 ; 100: 29.000 ; 110: 29.000 ; 120: 28.000;
130: 28.000 ; 140: 28.000 ; 150: 28.000 ; 160: 28.000;
170: 28.000 ; 180: 28.000 ; 190: 28.000 ; 200: 28.000

Significance level: 0.01

Length of saes: critical valuefor the outliers Test statistic (ovestimated values)
20:14.000;
60: 12.000 ;

100: 11.000 ;

140:11.000;

180:11.000;

10: 32.000;
50:12.000 ;
90: 11.000 ;
130:11.000 ;
170:11.000 ;

30: 12.000;
70:12.000 ;
110:11.000;
150:11.000 ;
190: 11.000;

40: 12.000;
80: 11.000;
120: 11.000;
160: 11.000;
200: 11.000

Remark The critical values are built in the program system.
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II. THE STRUCTURE OF PROGRAM SYSTEM

Main DirectoryMASHv3.03:
Directory MASHDAILY (_See Pagé6)
Directory MASHMONTHLY :
- Subdirectory COSTHOMEINPUT
- Subdirectory COSTHOMEOUTPUT
- SubdirectorySAM:

- SubdirectorylSAMPAR
(parametrization program)

- Main Program Files of SAM

- SubdirectorylSAMAUTO
(automatic homogenization progna)

- SubdirectornlSAMMISS
(data completion and QC programs)

- SubdirectoryfSAMVERI
(verification program)

- SubdirectonnlSAMMANU
("manual” programs)

- SubdirectorylSAMEND
(finishing program)

- SubdirectorylSAMSUB
(do not use it includingsubroutines”)

- SubdirectoryM ASH:

- SubdirectoryMASHPAR
(parametrization program)

- Main Program Files of MASH

- SubdirectoryMASHAUTO
(automatic homogenization program)

- SubdirectoryMASHMANU
("manual" programs)

- SubdirectoryMASHEND
(finishing program)

- SubdirectoryMASHSUB
(do not use it including "subroutines")
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General Comments

Monthly, seasonal or annual time series can be homogenized by the program system.

The data series belonging to different stations are compareddonubse of the procedure.
The maximal number of the stations: 500
The maximal length of the time series: 200

In case of having monthly series for all the 12 months, the monthly, seasonal and annual
series can be homogenized together by the main progesnof the subdirectory SAM
(Seasonal Application of MASH; see page 27).

In case of having only annual series, or monthly series belonging to a given month, or
seasonal series belonging to a given season, the series can be homogenized by the main
progran files of subdirectory MASH (see page 23).

Depending on the climatic elements, additive (e.g. temperature) or multiplicative (e.qg.
precipitation) models are applied. The second case can be transformed into the first one by
logarithmization. The problent @alues being near to zero can be solved by a Transformation
Procedure which increases slightly the little values.
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lll. THE MASH SYSTEM
- SubdirectoryMASH :
- SubdirectoryMASHPAR (parametrization program)
- Main Program Files of MASH
- SubdirectoryMASHAUTO (automatic homogenization program)
- SubdirectoryMASHEND (finishing program)
- Subdiretory MASHMANU ("manual” programs)
- SubdirectoryMASHSUB (don not use it including "subroutines")

MASH IN PRACTICE

|. Parametrization in Subdirectory MASH\MASHPAR

MASHPAR.BAT
Data File, Significance level (0.1, 0.0500), Table of Reference System OR Table of
Filambda Station Coordinates, Table of META DATA

Il. The Main Program Steps in Subdirectory MASH

1. Automatic filling of missing values ( MASHMISS.BAT )
It is obligatory in case of missing values! It canrepeated!

2. The further steps can be used optionally
MASHVERI.BAT: To verify the actual or the final stage of homogenization.

MASHGAME.BAT: An intensive examination for correction of one of the examined series
in a playful way.

MASHCOR.BAT: Possibilityfor manual correction of examined series.
MASHDRAW.BAT: Graphic series.
MASHLIER.BAT: For automatic correction of outliers.

AUTOMATIC, ITERATIVE application of MASHGAME.BAT i.e.:
Running twoBatch Files in Subdirectory MASHIMASHAUTO:
i, MAUTOPAR.BAT: Parametrization; input: number of iteration steps
i, MASHAUTO.BAT: Examination, homogenization

Remark: During running of MASHAUTO.BAT the verification results are generated
automatically in the files MASHVERI.RE®JASHVERO.RES.

[[l._Finishing in Subdirectory MASHEND
The final results are savedMASHEND by MASHEND.BAT
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THE MAIN PROGRAM and I/O FILES of Subdirectory MASHPAR

1. Executive File

MASHPAR.BAT : Paametrization and a transformation procedure for the data which are
near 0, in case of cumulative model.

2. Input Files and Input Data
Data File:

Format of Data File (maximal number of series: 500, maximal length of series: 200):
row 1: names of seriew stations (obligatory!)
column 1: series of dates (14)
column i+1: series i.

Data Format:
additive model (for example temperature): F6.2
cumulative model: 16 (data must be nonnegative!)
(for example precipitation, values multiplied by ten)

Mark of Missing Values:
additive model:999.99 ; cumulative model:999999

(For example: HUNTEMP.DAT)

Significance level:0.1 or 0.05 or 0.01

Table of Reference System:
Indexes of reference series belonging to the candidate series. For example: HUNTEMP.REF

OR: Table of Filambda Station Coordinates:For example: HUNCOORD.PAR
Table of META DATA: Probable dates of the Break Points. For example: HUNMETA.DAT

3. Result Files written in Subdirectory MASH
SEE: Data and Result Files of Subdirectory MASH:

MASHPAR.PAR, MASHPARZ2.PAR, MASHMETA.DAT, MASHDAT.SER,
MASHMISS.SER, MASHINH.SER, MASHHOM.SER

4. Parameter Files
MASHPAR1.PAR, MASHPAR2.PAR

THE MAIN PROGRAM and I/O FILES of Subdirectory MASHEND

1. Executive File
MASHEND.BAT : Finishing and a retransformation pealure in case of cumulative model.

2. Result Files

MASHMISS.SER : Original data series (with missing values).
MASHDAT.SER : Original data series (with filled missing values).
MASHHOM.SER : Homogenized data series.

MASHINH.SER : Inhomogendy series

3. Parameter File: MASHPAR2.PAR
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THE MAIN PROGRAM and I/O FILES of Subdirectory MASH

1.1 Executive Files of MASH
MASHMISS.BAT : Automatic filling of missing values.
MASHLIER.BAT : For automatic correction of outliers.

MASHGAME.BAT:
An intensive examination for correction of one of the examined series in a playful way.

MASHCOR.BAT : Possibility for manual correction of examined series.
MASHDRAW.BAT: Graphic series.
MASHVERI.BAT : Verification of Homogenization, evaluation of Meta Bat

1.2 AUTOMATIC HomogenizationProcedure in MASH\MASHAUTO:
i, MAUTOPAR.BAT: Parametrization; input: number of iteration steps
i, MASHAUTO.BAT: Examination, homogenization

1.3 Executive Files of Subdirectory MASAIMA S HMANU (A Ma naneFile§) Pr ogr

MASHSELR.BAT: Help for selection of reference series.

MASHEX1.BAT : To examine the optimal series belonging to the candidate series.
MASHEX2.BAT : To examine the optimal series system belonging to the candidate series.
MASHAUTC.BAT: Automatic correction of candidate series .

Remar k: The Amanual o program files (MASHSELR
MASHAUTC.BAT) have been automatized. Their combined automatic version is the
program file MASHGAME.BAT which is recommended to use instead of them.

2. Data and Result Files

MASHPAR.PAR : Parameters, Table of Reference System.
MASHMETA.DAT: Table of META DATA.

MASHMISS.SER : Original data series (with missing values).
MASHMISS.RES : Statistical results of filling missing values.
MASHDAT.SER : Original data series (with filled missing values).
MASHINH.SER : Inhomogeneity series

MASHHOM.SER : Homogenized data series.

MASHEX1.RES : Statistical results: optimal difference series belonging to the candidate
series and its detected orhogeneities.

MASHEX1.SER : Result series: optimal difference series belonging to the candidate
series and its inhomogeneity series.

MASHEX2.RES : Statistical results: optimal difference series system belonging to the
candidate series and the dmésl inhomogeneities of the system elements.
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MASHEX2.SER : Result series: optimal difference series system belonging to the
candidate series and the inhomogeneity series of the system elements.

MASHCOR.RES : Detected break points, outliers and gh{additive model)
or ratios (cumulative model).

MASHSELR.RES : Table for selection of reference series.
MASHVERI.RES : Result of Verification file MASHVERI.BAT .
MASHVERO.RES : Result of Verification file MASHVERI.BAT (ordered statistics).

3. Work and Parameter Files

MASHPAR2.PAR, MASHPRCR.PAR, MASHSTEP.PAR, MASHMETA.PAR,
MASHEINH.SER,MASHAUTC.INP, MASHAUTC.IND, GAME1.PAR, GAMEZ2.PAR,
GAMES3.PAR, GAME4.PAR, GAMES5.PAR, GAMEG.PAR

FILES of Subdirectory MASHSUB (ASubr

GAMEAUTA.EXE, GAMEAUTO.EXE, GAMESELA.EXE, GAMESELO.EXE,
MASHAUTA.EXE, MASHAUTC.EXE, MASHAUTG.EXE, MASHAUTO.EXE,
MASHCOR.EXE, MASHDRAW.EXE, MASHEX1.EXE, MASHEXZ2.EXE,
MASHEX2A.EXE, MASHEX2G.EXE, MASHEX20.EXE, MASHHELP.EXE,
MASHHELX.EXE,MASHINV.EXE, MASHMISS.EXE, MASHPAR.EXE,
MASHSELA.EXE, MASHSELG.EXE, MASHSELO.EXE, MASHSELR.EXE,
MASHSETA.EXE, MASHSETG.EXE, METAHELP.EXE, MASHTRAN.EXE,
MASHVERI.EXE, METAVERI.EXE
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V. THE SAM SYSTEM

The Suggested Step by Step Procedure:

0. Examination of the annual series. The detectedkiyyemts
can be useful information for the further step3. 1

1. Examination of the monthly series for all the 12 months.
Homogenization of the monthly series.

2. Examination of the seasonal series for residual inhomogeneity.
Homogeniz#don of the monthly series.

3. Examination of the annual series for residual inhomogeneity.
Homogenization of the monthly series.

THE STRUCTURE OF SAM SYSTEM

- SubdirectorySAM:
- SubdirectorySAMPAR (parametrization program)
- SubdirectoryMASH (examination of annual series)
- Main Program Files of SAM
- SubdirectorySAMMISS (data completion and QC programs)
- Subdirectoy SAMVERI (verification programs)
- SubdirectorySAMAUTO (automatic homogenization programs)
- SubdirectorylSAMMANU ("manual” programs)
- SubdirectoryfSAMEND (finishing pragram)
- SubdirectoryfSAMSUB (don not use it including "subroutines")
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SAM IN PRACTICE

|. Parametrization in Subdirectory SAM\SAMPAR (SAMPAR.BAT )

Data Files, Significance level (0.1, 0.05, 0.00gble of ReferenceyStem OR Table of
Filambda Station Coordinates, Table of META DATA

Remark

In directoryMASHMONTHLY \COSTHOMEINPUT :

input files in format of COST Action ES0601 (HOME) can be converted.

Possibility for making monthly input files in MASH Format ©YDSTHOMEINPU T.BAT

Input: all.txt files according to COSTHOME Format

Qut put : m{j}. (j=1, ¢é, 1Ranbdé statian aocorflinatespmitipara nd f i

[l. Examination of annual series_in Subdirectory SAMMASH:
(the detected break points can be usefohet adat ao i nf ormation for t
- Automatic parametrization in subdirectatlASH\MASHPAR by MASHPARSAM.BAT
Input automatically: annual series with missing values
(Remark:SAMMISSOUT.BAT may be used before in subirect@M\SAMMISS for
the purpose of QC of monthly values)
- Homogenization of annual series in directMfSH (page 23)
- Finishing of annual examination in subdirecttMpASH\MASHEND:
annual metadata fanain directoryfSAM by MASHENDSAM.BAT
(Back to main directorsAM)

Il1l. The Main Program Possibilities in Directory SAM

DATA COMPLETION for all the 12 Months together:
(Automatic version of MASHMISS.BAT. It can be repeated!)
Running Batch FileSSAMMISS.BAT in Subirectory SAM\SAMMISS.

DATA COMPLETION and OUTLIER DE TECTION for all the 12 Months together:

(It can be repeated!)
Running Batch FilSAMMISSOUT.BAT in Subirectory SAM\SAMMISS.
(SAMMISS.BAT or SAMMISSOUT.BAT s obligatory in case of having missing values!)

VERIFICATION PROCEDU RE for all Monthly, Seasonal ard Annual Series:
(Automatic version of MASHVERI.BAT. It can be repeated! )

Running Batch FilSAMVERI.BAT in Subirectory SAM\SAMVERI

Output Files in Directory SAMV{j}. (j =1, é . VERIBYUM (aumuhary)

AUTOMATIC HOMOGENIZA TION for all the 12 Months in SAM\SAMAUTO :

Running two batch files, Sautopar.. (parametrization) and Samauto..(homogenization):

a, Strict decision rulgdetected breaks: only metadata)

RunningSAUTOPAR12S.BAT and SAMAUTO12.BAT

b, Basicdecisionrulf det ect ed breakl®ubmétud oddtraadkrs)iu
RunningSAUTOPAR12B.BAT and SAMAUTO12.BAT

c, Light decision rulédetected breaks: arbitrary breaks)

RunningSAUTOPAR12L.BAT and SAMAUTO12.BAT

The steps a,b,c, togeth&@AUTOPAR12SBL.BAT and SAMAUTO12.BAT

Verification results are genaeal automatically in thefileg{j}. (j =1, é. , 12)
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EXAMINATIONS OF CHOS EN MONTHLY, SEASONAL SERIES

1. Taking the chosen monthly or seasonal series (ISAMIN.BAT )

2. The further steps can be used optionally
MASHMISS.BAT : Automatic filling of missng values.
MASHVERI.BAT : To verify the actual or the final stage of homogenization.

MASHGAME.BAT: An intensive examination for correction of one of the examined series
in a playful way.

MASHCOR.BAT: Possibility for manual correction of examined series.
MASHDRAW.BAT: Graphic series.
MASHLIER.BAT: For automatic correction of outliers.

AUTOMATIC, ITERATIVE application of MASHGAME.BAT i.e.:
Running twoBatch Files in Subdirectory SAM\SAMAUTO:
I, SAUTOPAR.BAT: Parametrization; input: nuper of iteration steps
i, SAMAUTO.BAT: Examination, homogenization
(possible decision rules: strict, basic, light)

AUTOMATIC PROCEDURE in strict, basic and light ways together
RunningBatch Files in Subdirectory SAM\SAMAUTO:
i, SAUTOPARSBL.BAT: Parametrization; input: number of iteration steps
i, SAMAUTO.BAT: Examination, homogenization

Remark: During running of SAMAUTO.BAT the verification results are generated
automatically in the files MASHVERI.RES, MASHVERO.RES.

3. The further step can be used in case of Seasonal Series

SAMTEST.BAT : Test for comparison of the inhomogeneities between the seasonal series

and the appropriate monthly series, moreover proedouiselecting stations which have
different inhomogeneities between the seasonal series and the appropriate monthly series.

4. Taking the chosen monthly or seasonal series Out ( SAMOUT.BAT )

IV. Finishing in Subdirectory SAMEND
The final results are saved SAMEND by SAMEND.BAT

Remark

In directory MASHMONTHLY \COSTHOMEOUTPUT :
Posssibility for making output files in COSTHOME Format by
COSTHOMEOUTPUT.BAT

Input: fromSAMEND andCOSTHOMEINPUT

Output:all .txt files according to COSTHOME Format
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THE MAIN PROGRAM and I/O FILES of Subdirectory SAMPAR

1. Executive File

SAMPAR.BAT : Parametrization and a transformation procedure for the data which are near
0, in case of cumulative model.

2. Input Files and Input Data

12 Data Files:
m{j} (j=1,....,12): original monthly series

Format of Data Files (maximal number of stations: 500, maximal length of series: 200):
row 1: station names (obligatory!)
column 1: series of dates (14)
column i+1: serig .
Data Format:
additive model (for example temperature): F6.2
cumulative model: 16 (data must be nonnegative!)
(for example precipitation, values multiplied by ten)
Mark of Missing Values:
additive model:999.99
cumulative model:999999

Significance level:0.1 or 0.05 or 0.01

Table of Reference System:
Indexes of reference series belonging to the candidate series.
For example: HUNTEMP.REF

OR: Table of Filambda Station Coordinates:
For example: HUNCOORD.PAR

Table of META DATA:
Probable di&s of the Break Points. For example: HUNMETA.DAT

3. Result Files written in Subdirectory SAM

SEE Data and Result Files of Subdirectory SAM:
m{j}, m{j}h, m{j}i, m{j}c (j=1.....,12)

it s{ith, i}, Sfitel, ffjte (j=1,2,3,4)

year, yearh, yeari, yearei, yearc

SAMPAR.PAR, MASHPAR.PAR, MASHMETA.DAT

4. Parameter Files
SAMPAR4.PAR, SAMPARS.PAR, SAMPARG6.PAR
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THE MAIN PROGRAM and I/O FILES of Subdirectory SAMEND

1. Executive File
SAMEND.BAT : Finishing and a retransformation procedurease of cumulative model.

2. Result Files
m{j} (j=1,....,12): original monthly series (with filled missing values).

s} (J=1, 2, 3, 4) : original seasonal series (with filled missing values).
(winter = {1, 2, 12}, spring = {3, 4, 5 }, summer{6, 7, 8 }, autumn = {9, 10, 11 }).

year : original annual series (with filled missing values).

m{j}h (j=1,....,12): homogenized monthly series.

jth (j=1, 2, 3, 4): homogenized seasonal series (based on homogenized monthly series).
yearh : homogenized annual series (based on homogenized monthly series).

m{j}i (j=1,....,12) : estimated inhomogeneity series for months.

s (=1, 2, 3, 4) : estimated inhomogeneity series for seasons.

yeari : estimated inhomogeneity series for year.

jtei (=1, 2, 3, 4): estimated "expectation” of inhomogeneity series for seasons.
yearei: estimated "expectation” of inhomogeneity series for year.

m{j}c (j=1,....,12) : break points and shifts (add. m.) or ratios (cum. m.) for months.
jtc (j=1, 2, 3, 4) : break points and shifts (add. m.) or ratios (cum. m.) for seasons.
yearc: break points and shifts (add. m.) or ratios (cum. m.) for year.

vijh. (j=1,¢é.,17): verification statistics for
(winter: 13 spring: 14 sumen: 15 autumn: 16 year: 17)

verisum: summary of verification statistics

3. Parameter File
SAMPARS5.PAR

THE MAIN PROGRAM and I/O FILES of Subdirectory SAM

1. Executive Files

1.1 Special Executive Files of SAM System

SAMIN.BAT . Taking the chosemonthly or seasonal series In.
SAMOUT.BAT : Taking the chosen monthly or seasonal series Out.

SAMTEST.BAT : Test for comparison of the inhomogeneities between the seasonal series
and the appropriate monthly series. Moreover, procedure for sglstdiions that have
different inhomogeneities between the seasonal series and the appropriate monthly series.
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1.2 Executive Files of MASH System

MASHMISS.BAT : Automatic filling of missing values.
MASHLIER.BAT : For automatic correction of outler

MASHGAME.BAT:
An intensive examination for correction of one of the examined series in a playful way.

MASHCOR.BAT : Possibility for manual correction of examined series.
MASHDRAW.BAT: Graphic series.
MASHVERI.BAT : Verification of Homogenizatiorgvaluation of Meta Data.

1.3 Executive Files in SAMSAMMISS
SAMMISS.BAT: Data completion for all the 12 months together.
SAMMISSOUT.BAT: Data completion and outlier detection for all the 12 months together.

1.3 Executive Files in SAMSAMVERI
SAMVERI.BAT : Verification Procedure for all monthly, seasonal and annual series:

1.4 Automatic Homogenization Procedures in SANGAMAUTO
Running two batch files, Sautopar.. (parametrization) and Samauto..(homogenization):

AUTOMATIC HOMOGENIZA TION for all the 12 Months

a, Strict decision rulédetected breaks: only metadata)
RunningSAUTOPAR12S.BAT and SAMAUTO12.BAT

b, Basicdecisionrulf det ect ed breaks: meta data or fAund
RunningSAUTOPAR12B.BAT and SAMAUTO12.BAT

c, Lightdecision rulgdetected breaks: arbitrary breaks)
RunningSAUTOPAR12L.BAT and SAMAUTO12.BAT

The steps a,b,c, togeth&@AUTOPAR12SBL.BAT and SAMAUTO12.BAT

AUTOMATIC HOMOGENIZA TION for a chosen Month, Season or Year

The operational ways{rict, basic, light) may be chosen:
RunningSAUTOPAR.BAT and SAMAUTO.BAT

The operational waysf{ict, basic, light) together:
RunningSAUTOPARSBL.BAT and SAMAUTO.BAT

1.5 Executive Files of Subdirectory SANS AMMANU (A ManuaHiles) Progr am

MASHSELR.BAT: Help for selection of reference series.

MASHEX1.BAT : To examine the optimal series belonging to the candidate series.
MASHEX2.BAT : To examine the optimal series system belonging to the candidate series.
MASHAUTC.BAT: Automdic correction of candidate series .

Remark: The Amanual o program files (MASHSELR
MASHAUTC.BAT) have been automatized. Their combined automatic version is the

program file MASHGAME.BAT which is recommended to use instead of them.

2. Dataand Result Files
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2.1 Special Data and Result Files of SAM System
m{j} (j=1,....,12): original monthly series

j} (j=1, 2, 3, 4) : original seasonal series
(winter = {1, 2, 12}, spring = {3, 4, 5}, summer = {6, 7, 8 }, autumn = {9, 10} 1.1

year : original annual series.

m{j}h (j=1,....,12): homogenized monthly series.

jth (=1, 2, 3, 4): homogenized seasonal series (based on homogenized monthly series).
yearh : homogenized annual series (based on homogenized monthly.series)

m{j}i (j=1,....,12) : estimated inhomogeneity series for months.

s (=1, 2, 3, 4) : estimated inhomogeneity series for seasons.

yeari : estimated inhomogeneity series for year.

jtel (=1, 2, 3, 4): estimated "expectation” of inhomoggnseries for seasons.
yearei: estimated "expectation” of inhomogeneity series for year.

m{j}c (j=1,....,12) : break points and shifts (add. m.) or ratios (cum. m.) for months.
jtc (=1, 2, 3, 4) : break points and shifts (add. m.) or ratiosi(en.) for seasons.
yearc: break points and shifts (add. m.) or ratios (cum. m.) for year.

viih. (j=1,¢é.,17): verification statistics for
(winter: 13 spring: 14 summer: 15 autumn: 16 year: 17)

verisum: summary of verificatiostatistics
SAMPAR.PAR : Parameters, Table of Reference System.
SAMTEST.RES: Output of SAMTEST.BAT.

2.2 Data and Result Files of MASH System

MASHPAR.PAR : Parameters, Table of Reference System.
MASHMETA.DAT: Table of META DATA.

MASHMISS.SER : Original data series (with missing values).
MASHMISS.RES : Statistical results of filling missing values.
MASHDAT.SER : Original data series (with filled missing values).
MASHINH.SER : Inhomogeneity series

MASHHOM.SER : Homogenized data ses.

MASHEX1.RES : Statistical results: optimal difference series belonging to the candidate
series and its detected inhomogeneities.

MASHEX1.SER : Result series: optimal difference series belonging to the candidate
series and its inhomogeneity i

MASHEX2.RES : Statistical results: optimal difference series system belonging to the
candidate series and the detected inhomogeneities of the system elements.

MASHEX2.SER : Result series: optimal difference series system belonging to the
canddate series and the inhomogeneity series of the system elements.

MASHCOR.RES : Detected break points, outliers and shifts (additive model)
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or ratios (cumulative model).

MASHSELR.RES : Table for selection of reference series.

MASHVERI.RES : Result ofVerification file MASHVERI.BAT .

MASHVERO.RES : Result of Verification file MASHVERI.BAT (ordered statistics).

3. Work and Parameter Files

3.1 Special Work and Parameter Files of SAM System

SAMPARZ2.PAR, SAMPARS.PAR, SAMPAR4.PAR, SAMPARS.PAR, SAMPREAR,
SAMTEST.PAR, SAMORINH.SER, SAMTESTD.SER, SAMTESTI.SER,SAMTIMER.PAR

3.2 Work and Parameter Files of MASH System

MASHPAR2.PAR, MASHPRCR.PAR, MASHSTEP.PAR, MASHMETA.PAR,
MASHEINH.SER,MASHAUTC.INP, MASHAUTC.IND, GAME1.PAR, GAMEZ2.PAR,
GAMES.PAR, GAME4PAR, GAMES.PAR, GAMEG6.PAR

FILES of Subdirectory SAMSUB (fASubro

SAMHELP1.EXE, SAMHELP2.EXE, SAMHELP3.EXE, SAMIN1.EXE, SAMIN2.EXE,
SAMINV.EXE, SAMMISS.EXE, SAMOUT1.EXE, SAMOUTZ2.EXE, SAMOUTS3.EXE,
SAMPAR.EXE, SAMTESTC.EXE, SAMTESTS.EXE, SAMTEST1.EXGAMTEST2.EXE,
SAMTRAN.EXE
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V. EXAMPLE FOR APPLICATION OF MASH SYSTEM

Data File: HUNTEMP.DAT
Examined Series: Hungarian annual mean temperature series1i(@9@jl

Examined Stations:
1. Budapest (bp), De br e
6. Ny?2regyh8z

cen (de)),34. KéMcskem®t (mMke , 5.
a oprgn)(sr), 9.715zegdd ®e),s10. Szorabpthely &o0)

Table of Reference System: HUNTEMP.REF

TABLE OF REFERENCE SYSTEM (two rows belong to each examined series)
row 1: index of candidate series(13); number of reference series(I3)
row 2: indexes of reference series(13)

45678910

N

679

N
o1
o

78 910

w
a1
»

78 910

WNNONOWO WO

78 910

O\Jm-b

479

w
N
ol

6 8 910

457910

34567810

'—\
RPORORORNRORURPRARWRNNER

WNNOWNNODN

45789

Table of META DATA: HUNMETA.DAT

TABLE OF META DATA (one or two rows belong to each examined series)
row 1:index of examined series(13); number of meta data(I5)
row 2: meta data(l5), if they exist
1 8
1909 1960 1986 1987 1988 1991 1992 1993
2 3
1950 1954 1955
3 7
1943 1944 1945 1946 1947 1969 1970
4 6
1922 1930 1938 1950 1964 1965
5 5
1950 1960 1966 1969 1970
6 8
1950 1951 1960 1965 1966 1967 1991 1992
7 4
1950 1957 1958 1960
8 1
1973
9 2
1950 1951
10 1
1950
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Table of Filambda Station Coordinates: HUNCOORD.PAR
index lambda(x) fi(y)

1 19.02499960 47.50833510 Budapest
2 21.60833360 47.49166490 Debrecen
9 20.09166720 46.25833510 Szeged

10 16.63333320 47.26666640 Szombathely

99 1021.60a12.00 8.08 . 05

Name of Data File: huntemp.dat MISSING VALUES!
Model: additive

Number of series: 10

Length of series: 99

Significance level: .05

Critical value for break points: 21.60

Critical value for correction: 12.00

Critical value for outlier s: 8.08

EXAMINED SERIES AND INDEXES

bp: 1 de: 2 ke: 3 mi: 4 mo: 5 ny: 6
pe: 7 sr: 8 se: 9 s0:10

TABLE OF REFERENCE SYSTEM (two rows belong to each examined series)
row 1: index of candidate series(13); number of reference series(I3)
row 2: indexes of reference series(13)

9

345678910

4679

45678910

35678910

478910

DWNNONOW®

23479
9
234568910
7
3457910
9
234567810
7
345789

H
RPORORORNRORURPRARWRNNR

File of Meta Data: MASHMETA.DAT

Original series (with missing values): MASHMISS.SER

Original series (without m issing values): MASHDAT.SER
Homogenized series: MASHHOM.SER

Inhomogeneity series: MASHINH.SER

Automatic filling of missing values: MASHMISS.BAT

Automatic correction of outliers: MASHLIER.BAT

GAME of MASH: MASHGAME.BAT

Non- automatic correction: MASHCO R.BAT

Verification of Homogenization: MASHVERI.BAT
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Graphics: MASHDRAW.BAT

Figure 1. Output of Parametrization (MASHPAR.PAR)

CANDIDATE SERIES: bp

VARIANCE & DEVIATION: .4865 .6975

DATE OF MISSING VALUE: 1916
EXCLUDEDREFERENCE SERIES: de

OPTIMAL POSITIVE WEIGHTING

REFERENCE SERIES, WEIGHTING FACTORS, ERRORS

ke ny sr so Variance std.error
bp .16281 .24556 .54768 .04396 .06357 .25214

INTERCEPT: 1.34
ESTIMATED VALUE: 11.73

CANDIDATE SERIES: de

VARIANCE & DEVIATION: .5411 .7356

DATE OF MISSING VALUE: 1916

EXCLUDED REFERENCE SERIES: bp

OPTIMAL POSITIVE WEIGHTING

REFERENCE SERIES, WEIGHTING FACTORS, ERRORS

ke ny Variance  std.error
de .28617 .71383 .06031 .24559

INTERCEPT: -.04
ESTIMATED VALUE: 10.46

CANDIDATE SERIES: de

VARIANCE & DEVIATION: .5411 .7356

DATE OF MIS SING VALUE: 1928

THERE IS NO EXCLUDED REFERENCE SERIES
OPTIMAL POSITIVE WEIGHTING

REFERENCE SERIES, WEIGHTING FACTORS, ERRORS

bp ke mi ny Variance std.error
de .35121 .12020 .02383 .50476 .0456 8 .21374

INTERCEPT: -.41
ESTIMATED VALUE: 9.73

CANDIDATE SERIES: de

VARIANCE & DEVIATION: .5411 .7356

DATE OF MISSING VALUE: 1996

EXCLUDED REFERENCE SERIES: pe

OPTIMAL POSITIVE WEIGHTING

REFERENCE SRIES, WEIGHTING FACTORS, ERRORS

bp ke mi ny Variance std.error
de .35121 .12020 .02383 .50476 .04568 21374

INTERCEPT: -.41
ESTIMATED VALUE: 9.42
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Figure 2. Part of Statistical Results of Filling Missing Values (MASHMISS.RES)

TEST STATISTICS FOR SERIES INHOMOGENEITY
Null hypothesis: the examined series are homogeneous.
Critical value (significance level .05): 21.60

Test statistics (TS) can be compared to the critical value.
The larger TS values are more suspicious!

Series Index TS Series Index TS Series Index TS
bp 1 719.39 de 2 151.68 ke 3 599.99
mi 4 1180.70 mo 5 160.65 ny 6 137.37

pe 7 457.81 sr 8 111.60 se 9 82881
so 10 100.97
AVERAGE: 444.90

Figure 3. Part of First Output of Verification Program MASHVERI.BAT
(MASHVERI.RES)

TEST STATISTICS FOR EVALUATION OF META DATA

Null hypothesis: the inhomogeneities can be explained by the Meta Data.
Critical value (significance level .05): 21.60

Test statistics (TSM) can be compared to the critical value.

The larger TSM values are more suspicious!

Series Index TSM Series Index TSM Series Index TSM

bp 1 53.09 de 2 41.63 ke 3 96.93
mi 4 1180.70 mo 5 88.35 ny 6 120.16
pe 7 228.76 sr 8 41.62 se 9 92.58

so 10 77.92
AVERAGE: 202.17

Figure 4. Part of First Output of Verification Program MASHVERI.BAT
(MASHVERI.RES)

Application of Program MASHGAME.BAT (one step)

HELP: T ABLE FOR SELECTION OF REFERENCE SERIES AND/OR CANDIDATE SERIES
Null hypothesis 1: the examined series are homogeneous.

Test Statistics belonging to the null hypothesis 1: TS

Null hypothesis 2: the inhomogeneities can be explained by the Meta Data.

Test Statistics belonging to the null hypothesis 2: TSM

Critical value (significance level .05): 21.60

Test Statistics (both TS and TSM) can be compared to the critical value.

The larger Test Statistics are more suspicious!

Series marked with asterisk(* ) are not used for reference series.

TS: 1155.78* TSM: 1155.78
TS: 279.07* TSM: 57.92

Candidate series: mi Index:
Reference series:  bp Index:
Reference series: de Index: TS: 68.20 TSM: 49.58

Reference series: ke Index: TS: 96.73 TSM: 35.91

Reference series: mo Index: 5 TS: 82.01 TSM: 62.51

Reference series: ny Index: 6 TS: 177.52* TSM: 56.82

Reference series: pe Index: 7 T S: 512.79* TSM: 185.26
Reference series: sr Index: 8 TS: 104.88 TSM: 56.83

Reference series: se Index: 9 TS: 934.22* TSM: 83.67

Reference series: so Index: 10 TS: 162.95* TSM: 116.41

W D
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Figure 5. Partial Output of Program MASHGAME.BAT (On the Screen)
CANDIDATE SERIES: mi  (Index: 4)

NUMBER OF DIFFERENCE SERIES: 2
REFERENCE SERIES, WEIGHTING FACTORS, VARIANCE OF DIFFERENCE SERIES

ke mo Variance Deviation
mi .66227 .33773 .06984 .26427

de sr  Variance Deviation
mi .77541 .22459 .04675 21621

NO FORMER ESTIMATED BREAKS
EXAMINATION OF DIFFERENCE SERIES
1. DIFFERENCE SERIES

BREAK POINTS ( critical value: 21.60)

Test statistic before homogenization of diff. s.: 420.27
Date Conf.Int. Stat. Shift  Conf. Int.

8.46 +

1 1908 [1908,1908] 420.27 -2.03 | -2.38, -1.69]
19.54 -

2 1921 [1919,1922] 80.06 .82 [ .52, 1.19]
4.38 +

3 1931 [1929,1932] 59.00 -.80 | -1.19, -.45]
2.11 +

4 1939 [1937,1940] 38.34 .84 [ .37, 1.30]
5.74 +

5 1943 [1941,1949] 22.07 -.61 | -1.24, -.19]
1.04 -

6 1950 [1945,1959] 22.73 .47 [ .14, .88]
471 -

7 1964 [1962,1967] 33.55 .67 [ .27, 1.06]
3.36 +

8 1969 [1968,1971] 39.69 -.67 | -1.04, -.30]
10.64 -

Test statistic after homogenization of diff. s.: 19.54

2. DIFFERENCE SERIES
BREAK PANTS ( critical value: 21.60)
Test statistic before homogenization of diff. s.: 895.43
Date Conf.Int. Stat. Shift  Conf. Int.

2.21 -
1 1904 [1902,1906] 26.92 .48 [ .22, 1.08]
6.82 -
2 1908 [1908,1908] 498.17 -2.09 [ -2.42, -1.77]
1.76  +
3 1916 [1915,1916] 35.92 -52 | -83,  -.22]
265  +
4 1921 [1921,1922] 158.75 1.06 [ .77, 1.35]
12.16  +
5 1931 [1929,1932] 44.86 -41 -87, -.28]
374  +
6 1939 [1933,1940] 25.43 .38 [ .16, .88]
7.68 -
7 1944 [1942,1944] 37.20 -50 [ -1.22,  -.34]

12.18 +
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8 1950 [1950,1950] 194.56 .92 [ .70, 1.16]
13.91 +
Test statistic after homogenization of diff. s.: 17.64

Figure 6. Statistical Partial Results of Program MASHGAME.BAT (MASHEX2.RES)

2

1.5

Ol q_rljﬂ A
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1-2 ‘\J’I\L
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1901 1911 1921 1931 1941 1951 1961 1971 1981 1991

Figure 7. Graphic Partial Results of Program MASHGAME.BAT: Difference series 1
with its estimated Inhomogeneity series (MASHEX2.SER, MASHDRAW.BAT)
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Figure 8. Graphic Partial Results of Program MASHGAME.BAT: Difference series 2
with its estimated Inhomogeneity series (MASHEX2.SER, MASHDRAW.BAT)



CARPATCLIM Date VersioPage
Report 01/03/2013 final 45

ESTIMATED BREAK POINTS AND SHIFTS
(Mark M: META DATA)

bp:
No Break Points

de:
No Break Points

ke:
No Break Points

mi:

1908: -1.78/ M1922: .78/ M1930: - .41/ M1938: .38/ 1944: - .35/

M1950: .47

mo:

No Break Points

ny:
No Break Points

pe:
No Break Points

sr:
No Break Points

se:
No Break Points

So:
No Break Points

Figure 9. Result of Examination made byProgram MASHGAME.BAT (MASCOR.RES)

HELP: TABLE FOR SELECTION OF REFERENCE SERIES AND/OR CANDIDATE SERIES
Null hypothesis 1: the examined series are homogeneous.

Test Statistics belonging to the null hypothesis 1: TS

Null hypothesis 2: the inhomogeneities can be explained by the Meta Data.

Test Statistics belonging to the null hypothesis 2: TSM

Critical value (significance level .05): 21.60

Test Statistics (both TS and TSM) can be compared to the critical value.

The larger Test Statistics are more suspicious!

Series marked with asterisk(*) are not used for reference series.

Candidate series: mi Index: 4 TS: 76.28* TSM: 57.04

Reference series:  bp Index: 1 TS: 279.07* TSM: 57.92

Reference series: de Index: 2 TS: 68.20 TSM: 49.58

Reference series: ke Index: 3 TS: 96.73 TSM: 35.91

Reference series: mo Index: 5 TS: 82.01 TSM: 62.51

Reference series: ny Index: 6 TS: 177. 52* TSM: 56.82
Reference series:  pe Index: 7 TS: 512.79* TSM: 185.26

Reference series: sr Index: 8 TS: 104.88 TSM: 56.83

Reference series: se Index: 9 TS: 934.22* TSM: 8 3.67
Reference series: so Index: 10 TS: 162.95* TSM: 116.41

Figure 10. Last Output of Program MASHGAME.BAT after Automatic Correction
(On the Screen)
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Verification of Homogenization (MASHVERI.BAT)

I. TEST STATISTICS FOR SERIES INHOMOGENEITY
Null hypothesis: the examined series are homogeneous.
Critical value (significance level .05): 21.60
Test statistics (TS) can be compared to the critical value.

The larger TS values are more suspicious!

1. Test Statistics After Homogenization

Series Index TSA Series Index TSA Series Index TSA
bp 1 2651 de 2 18.01 ke 3 29.93
m 4 2264 mo 5 16.94 ny 6 2220

pe 7 26.99 sr 8 30.01 se 9 2611
so 10 13.89
AVERAGE: 23.32
2. Test Statistics Before Homogenization
Series Index TSB Series Index TSB Series Index TSB

bp 1 719.39 de 2 151.68 ke 3 599.99
mi 4 1180.70 mo 5 160.65 ny 6 137.37
pe 7 457.81 sr 8 111.60 se 9 828381

so 10 100.97
AVERAGE: 444 .90
3. Statistics for Estimated Inhomogeneities
(IS statistics can be compared with the TSB ones)
Series Index IS Series Index IS Series Index IS

bp 1 570.28 de 2 212.85 ke 3 2
mi 4 1121.99 mo 5 77.62 ny 6 37.03
pe 7 438.62 sr 8 54.16 se 9 627.87

so 10 90.94
AVERAGE: 352.75

IIl. CHARACTERIZATION OF INFHOMOGENEITY

1. Re lative Estimated Inhomogeneities
Series Index RI1 Series Index RI1 Series Index RI1

bp 1 .36 de 2 .29 ke 3 .32

mi 4 .52 mo 5 .22 ny 6
pe 7 43 sr 8 14 se 9 .45

so 10 21

AVERAGE: .30
2. Relative Modification of Series
Series Index RI2 Series Index RI2 Series Index RI2

bp 1 .49 de 2 41 ke 3 43
mi 4 .53 mo 5 .26 ny 6 A2
pe 7 .60 sr 8 .27 se 9 .76

so 10 21

AVERAGE: 41

3. Lower Confidence Limit for Relative Residual Inhomogeneities
(confidence level: .95)

Series Index RI3 Series Index RI3 Series Index RI3
bp 1 .01 de 2 .00 ke 3

mi 4 .00 mo 5 .00 ny 6 .00
pe 7 .02 sr 8 .02 se 9 .03
so 10 .00

AVERAGE: .01

lll. REPRESENTATIVITY OF STATION NETWORK
( 1- relative interpolation error)
Series Index RS Series Index RS Series Index RS
bp 1 .84 de 2 .82 ke 3 .82
mi 4 .80 mo 5 .82 ny 6
pe 7 .78 sr 8 .80 se 9 .81
so 10 .82

96.11

12

.81

.03
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AVERAGE: .81

Figure 11.a, Verification Results after Finishing the Homogenization Procedure
(MASHVERI.RES)

EVALUATION OF META DATA

IV. TEST STATISTICS

Null hypothesis: the inhomogeneities can be explained by the Meta Data.
Critical value (significance level .05): 21.60

Test statistics (TSM) can be compared to the critical value.

The larger TSM valu es are more suspicious!

Series Index TSM Series Index TSM Series Index TSM
bp 1 53.09 de 2 41.63 ke 3 96.93
mi 4 1180.70 mo 5 88.35 ny 6 1 20.16
pe 7 228.76 sr 8 41.62 se 9 9258

so 10 77.92
AVERAGE: 202.17

V. REPRESENTATIVITY OF META DATA
(Relative part of estimated inhomogeneity can be explained by the Meta Data)

Series Index RM Series Index RM Series Index RM
bp 1 .55 de 2 1.00 ke 3 .33
mi 4 .04 mo 5 .20 ny 6 .05
pe 7 .49 Sr 8 1.00 se 9 .52
so 10 .05

AVERAGE: 42

Figure 11.b, Verification Results for Meta Data after Finishing the Homogenization
Procedure (MASHVERI.RES)
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VI. EXAMPLE FOR APPLICATION OF SAM SYSTEM

Data Files (monthly series) m{j} (j=1,....,12)
Examined Series: Hungarian monthly mean temperature series12901L
Examined Stations:

1. Budapest (bp), Debr ecen (de), 3. Kecskem®t (ke),

6 . Ny 2 r e g yPh&czsa (Q@peym)sr), SB?Szeged (se), 1 zombathely (so)

Table of Reference System: HUNTEMP.REF

TABLE OF REFERENCE SYSTEM (two rows belong to each examined series)
row 1: index of candidate series(I3); number of reference series(13)

row 2: indexes of reference series(13)

45678910

4679

45678910

35678910

478910

34709

34568910

NNONOODWNNONOWO WO

3457910

34567810

l_\
RPORORORNRORURPRARWRNNR

Table of Filambda Station Coordinates: HUNCOORD.PAR

index lambda(x) fi(y)
1 19.02499960 47.50833510 Budapest
2 21.60833360 47.49166490 Debrecen

é 20.09166720 46.25833510 Szeged
10 16.63333320 47.26666640 Szombathely

Table of META DATA: HUNMETA.DAT (for the given period)
TABLE OF META DATA (one or two rows belong to each examined series)
row 1: index of examined series(I3); number of meta data(15)
row 2: meta data(l5), if they exist
11
1909

=
O@OD\I(DU‘IS-&OOI\)

N
[cNeoNoNoNoNe) = OO

[

4 .
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30 1020.53a12.00 7.44 .05

Model: additive

Number of stations: 10

Length of series: 30

Significance level: .05

Critical value for break points: 20.53
Critical value for correction: 12.00
Critical value for outliers: 7.44
EXAMINED STATIONS AND INDEXES

bp: 1 de: 2 ke: 3 mi: 4 mo :5 ny: 6
pe: 7 sr: 8 se: 9 s0:10

TABLE OF REFERENCE SYSTEM (two rows belong to each examined station)
row 1: index of candidate station(l3); number of reference stations(I13)

row 2: indexes of reference stations(I3)

45678910

46 79

45678910

35678910

910

345680910
457910

34567810

'—\
RPORORORNRORURPRARWRLRNNR
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N
~
fo')

N
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789

File of Meta Data: MESHMETA.DAT

Original m  onthly series: M{J}, (J=1,..,12)

Original seasonal series: S{J}, (J=1,2,3,4)
(winter,spring,summer,autumn)

Original annual series: YEAR

Homogenized monthly series: M{J}H, (J=1,..,12)

Homogenized seasonal series: S{J}H, (J=1,2,3,4)
(winter,spring,summer,autumn)

Homogenized annual series: YEARH

Inhomogeneity series for months: M{J}I, (J=1,..,12)

Inhomogeneity series for seasons: S{J}I, (J=1,2,3 4)
(winter,spring,summer,autumn)

Inhomogeneity series for year: YEARI

Break Points and Shifts for months: M{J}C, (J=1,..,12)

Break Points and Shifts for seasons: S{J}C, (J=1,2,3,4)
(winter,spring,summer,autumn)

Break Points and Shifts for year: YEARC

Taking the chosen monthly or seasonal series In: SAMIN.BAT
Taking the chosen monthly or seasonal series Out: SAMOUT.BAT

MONTHS with MISSING VALUES : 7 8

Figure 1. Output of Parametrization (SAMPAR.PAR)
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1. Taking Month August In (SAMIN.BAT)

TAKING SERIES IN

SEASONAL INDEXES
MONTHS: 1, 2, 3,4,5,6, 7, 8,9, 10, 11, 12
WINTER: 13 SPRING: 14 SUMMER: 15 AUTUMN: 16 YEAR: 17

MONTHS with MISSING VALUES: 7 8
MONTHS without FILLING : 7 8

Index?
8 (for example)

EXAMINED STATIONS AND INDEXES

bp: 1 de: 2 ke: 3 mi: 4 mo: 5 ny: 6
pe: 7 sr: 8 se: 9 s0:10

Information, Parameters: SAMPAR.PAR, MASHPAR.PAR
File of Meta Data: MASHMETA.DAT

Original series (with missing values): MASHMISS.SER
Original series (without missing values): MASHDAT.SER
Homogenized series: MASHHOM.SER

Inhomogeneity series: MASHINH.SER

Break Poi nts and Shifts: MASHCOR.RES

Automatic filling of missing values: MASHMISS.BAT
Automatic correction of outliers: MASHLIER.BAT

GAME of MASH: MASHGAME.BAT

Comparing Test for seasonal series: SAMTEST.BAT
Non- automatic correction: MASHCOR.BAT

Verification of Homogenization: MASHVERI.BAT
Graphics: MASHDRAW.BAT

MISSING VALUES!
THE FIRST STEP: MASHMISS.BAT

Figure 2. Partial Output of Program SAMIN.BAT on the Screen

2.The Further Steps
Filling of missing values (MASHMISS.BAT); Correction of outse( MASHLIER.BAT);
Taking month AUGUST Out (SAMOUT.BAT).

Taking month JULY In (SAMIN.BAT); Filling of missing values (MASHMISS.BAT);
Correction of outliers (MASHLIER.BAT); Taking month JULY Out (SAMOUT.BAT).

Taking month JUNE In (SAMIN.BAT); Correctiorf outliers (MASHLIER.BAT);
Taking month JUNE Out (SAMOUT.BAT).
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3.The Next Steps: Examination of Season SUMMER

There is a possibility for examination of the seasonal series instead of the monthly series.
The monthly inhomogeneities can be corrected lage®f the detected seasonal inhomogeneities,
if the monthly inhomogeneities are identical within the given season.

3.1 Taking Season SUMMER In (SAMIN.BAT), Application of Program SAMTEST.BAT

HELP: TEST TABLE
TOTAL COMPARISON of the Inhomogeneitie s between summer Months and Summer
Null hypothesis: the monthly and the seasonal inhomogeneities are identical.
Critical value (significance level 0.05): 50.00
Test statistics (TS) can be compared to the critical value.
The larger TS values are mor e suspicious!

Station Index TS Station Index TS Station Index TS
bp 1 20.25 de 2 24.37 ke 3 51.12
mi 4 18.65 mo 5 2201 ny 6 157 4
pe 7 2142 sr 8 20.84 se 9 25.89
so 10 19.83

Index of excluded station: 3

Figure 3. Output of Test Program SAMTEST.BAT (SAMTEST.RES)

It can be seen that the null hypothesis can be actéptall the stations with exception of station
ke (index 3).

3.2 Homogenization of the SUMMER Series by more running of MASHGAME.BAT

ESTIMATED BREAK POINTS AND SHIFTS
(Mark M: META DATA)
bp:
M1909: .26
de:
No Break Points
ke:
1927: .39/ 1928: -.39
mi:
1908: -3.74
mo:
No Break Points
ny:
1901: .93
pe:
1918: .52/ 1921: -1.18
Sr:
No Break Points
se:
1918: -.76
So:
1917: .25
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Figure 4. Detected SUMMER Inhomogeneities (MSHCOR.RES)

3.3 Evaluation of the Homogenization of SUMMER Series

TEST STATISTICS FOR SERIES INHOMOGENEITY, BEFORE HOMOGENIZATION
Null hypothesis: the examined series are homogeneous.

Critical value (significance level .05): 20.53

Test statistic s (TS) can be compared to the critical value.

The larger TS values are more suspicious!

Series Index TSB Series Index TSB Series Index TSB

bp 1 97.59 de 2 16.61 ke 3 41.88
mi 4 1012.34 mo 5 27.64 ny 6 39.53
pe 7 8245 sr 8 8.01 se 9 67.78

so 10 84.04

TEST STATISTICS FOR SERIES INHOMOGENEITY, AFTER HOMOGENIZATION
Null hypothesis: the examined series are homogeneous.

Critical value (significance level .05): 20.53

Test statistics (TS) can be compared to the critical value.

The larger TS values are more suspicious!

Series Index TSA Series Index TSA Series Index TSA
bp 1 10.49 de 2 731 ke 3 19.16
mi 4 27.96 mo 5 19.10 ny 6 10.23
pe 7 2270 sr 8 4091 se 9 16.18

so 10 1221

Figure 5. Partial Outputs of MASHVERI.BAT Before and After Homogenization
(MASHVERI.RES)

TEST STATISTICS FOR EVALUATION OF META DATA

Null hypothesis: the inhomogeneities can be explained by the Meta Data.
Critical value (sign ificance level .05): 20.53

Test statistics (TSM) can be compared to the critical value.

The larger TSM values are more suspicious!

Series Index TSM Series Index TSM Series Index TSM

bp 1 9.18 de 2 20.45 ke 3 3811
mi 4 971.28 mo 5 17.86 ny 6 39.53
pe 7 8245 sr 8 8.01 se 9 71.13

so 10 68.18

Figure 6. Partial Output of MASHVERI.BAT (MASHVERI.RES)

3.4 Taking Season SUMMER Out (SAMOUT.BAT)

Homogenization of summer (June, July, August) monthly series on the basis of the detected
summer inhomogeneities with exception of station ke (index 3) as a result of the TesnProgra
SAMTEST.BAT (see Figure 3)
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4. Evaluation of the Homogenization of Monthly Series

4.1 Taking month JUNE In (SAMIN.BAT); Application of MASHVERI.BAT
TEST STATISTICS FOR SERIES INHOMOGENEITY
Null hypothesis: the examined series are homogeneous.
Critical value (significance level 0.05): 20.53
Test statistics (TS) can be compared to the critical value.
The larger TS values are more suspicious!
1. Test Statistics After Homogenization

Series Index TSA Series Index TSA Serie s Index TSA
bp 1 971 de 2 9.98 ke 3 47.66
mi 4 43.60 mo 5 46.04 ny 6 10.28
pe 7 1354 sr 8 1417 se 9 28.10

so 10 11.97
2. Test Statistics Before Homogenization
Series Index TSB Series Index TSB Series Index TSB

bp 1 2442 de 2 7.78 ke 3 193.87
mi 4 633.59 mo 5 43.84 ny 6 27.35
pe 7 28.89 sr 8 1492 se 9 88.49

so 10 53.76

Figure 7. Part of Verification Output MASHVERI.RES

4.2 Taking Month JULY In (SAMIN.BAT); Application of MAS HVERI.BAT

TEST STATISTICS FOR SERIES INHOMOGENEITY
Null hypothesis: the examined series are homogeneous.
Critical value (significance level 0.05): 20.53

1. Test Statistics After Homogenization

Series Index TSA Series Index TSA Series Index TSA
bp 1 19.71 de 2 20.36 ke 3 21.23
mi 4 18.29 mo 5 28.06 ny 6 1260
pe 7 2332 sr 8 6.01 se 9 75.59

so 10 12.09
2. Test Statistics Before Homogenization
Series Index TSB Series Index TSB Series Index TSB

bp 1 55.93 de 2 10.03 ke 3 59.38

mi 4 764.40 mo 5 45.49 ny 6 53.30
pe 7 54.73 sr 8 5.99 se 9 78.28

so 10 50.69

Figure 8. Part of Verification Output MASHVERI.RES
4.3 Taking Month AUGUST In (SAMIN.BAT); Ap plication of MASHVERI.BAT

TEST STATISTICS FOR SERIES INHOMOGENEITY
Null hypothesis: the examined series are homogeneous.
Critical value (significance level 0.05): 20.53
1. Test Statistics After Homogenization

Series Index TSA Series Index TSA Series Index TSA
bp 1 8.10 de 2 9.16 ke 3 1021
mi 4 27.00 mo 5 9.02 ny 6 8.57
pe 7 10.67 sr 8 14.93 S e 9 1297

so 10 15.46

2. Test Statistics Before Homogenization

Series Index TSB Series Index TSB Series Index TSB
bp 1 140.42 de 2 39.04 ke 3 8.82
mi 4 19 35.64 mo 5 14.22 ny 6 23.56
pe 7 5383 sr 8 18.30 se 9 26.14
so 10 32.30

Figure 9. Part of Verification Output MASHVERI.RES



CARPATCLIM Date VersioPage
Report 01/03/2013 final 54

5. Verification of Homogenization for SJMMER series (MASHVERI.BAT)

I. TEST STATISTICS FOR SERIES INHOMOGENEITY
Null hypothesis: the examined series are homogeneous.
Critical value (significance level 0.05): 20.53
Test statistics (TS) can be compared to the critical value.
The larger TS values are more suspicious!

1. Test Statistics After Homogenization
Series Index TSA Series Index TSA Series Index TSA

m 4 27.96 pe 7 2270 ke 3 19.16

mo 5 19.10 se 9 16.18 so 10 12.21
bp 1 10.49 ny 6 10.23 de 2 7.31

sr 8 491

AVERAGE: 15.02
2. Test Statistics Before Homogenization

Series Index TSB Series Ind ex TSB Series Index TSB
mi 4 1012.34 bp 1 97.59 so 10 84.04
pe 7 8245 se 9 67.78 ke 3 41.88
ny 6 39.53 mo 5 27.64 de 2 16.61
sr 8 8.01

AVERAGE: 147.79
3. Statistics for Estimated Inhomogeneities
(IS statistics can be compared with the TSB ones)
Series Index IS Series Index IS Series Index IS
mi 4 889.8 8 se 9 128.11 pe 7 4241
bp 1 19.34 ny 6 17.29 so 10 9.29
ke 3 343 de 2 0.00 mo 5 0.00
sr 8 0.00
AVERAGE: 110. 97

Il. CHARACTERIZATION OF INFHOMOGENEITY
1. Relative Estimated Inhomogeneities
Series Index RI1 Series Index RI1 Series Index RI1

mi 4 0.98 se 9 0.38 pe 7 031

ny 6 0.18 so 10 0.15 bp 1 0.13
ke 3 0.08 de 2 0.00 mo 5 0.00

sr 8 0.00

AVERAGE: 0.22
2. Relative Modification of Series

Series Index RI2 Series Index RI2 Series Index RI2
mi 4 114 se 9 0.61 pe 7 054
so 10 0.22 ny 6 0.18 bp 1 0.15
ke 3 0.08 de 2 0.00 mo 5 0.00
sr 8 0.00

AVERAGE: 0.29
3. Lower Confidence Limit for Relative Residual Inhomogeneities
(confidence level: 0.95)
Series Index RI3 Series Index RI3 Series Index RI3

mi 4 0.03 pe 7 0.02 bp 1 0.00
de 2 0.00 ke 3 0.00 mo 5 0.00
ny 6 0.00 sr 8 0.00 se 9 0.00
so 10 0.00
AVERAGE: 0.00

I1l. REPRESENTATIVITY OF STATION NETWORK
(1 - relative interpolation error)
Series Index RS Series Index RS Series Index RS

sr 8 0.64 mi 4 0.66 ke 3 0.69

ny 6 0.74 pe 7 0.75 so 10 0.75
de 2 0.79 mo 5 0.79 se 9 079

bp 1 0.84

AVERAGE: 0.74
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Figure 10.a, Verification Results at the actual stage of Homogenizatio
(MASHVERO.RES, ordered statistics)

EVALUATION OF META DATA

IV. TEST STATISTICS
Null hypothesis: the inhomogeneities can be explained by the Meta Data.
Critical value (significance level 0.05): 20.53
Test statistics (TSM) can be compared to the critical value.
The larger TSM values are more suspicious!

Series Index TSM Series Index TSM Series Index TSM

mi 4 971.28 pe 7 8245 se 9 70.22

so 10 68.18 ke 3 41.88 ny 6 39.53
mo 5 17.86 de 2 16.12 bp 1 10.53

sr 8 801

AVERAGE: 132.60

V. REPRESENTATIVITY OF META DATA

(Relative part of estimated inhomogeneity can be e xplained by the Meta Data)
Series Index RM Series Index RM Series Index RM
so 10 0.00 se 9 0.00 pe 7 0.00
ny 6 0.00 ke 3 0.00 m 4 0.07
sr 8 1.00 mo 5 1.00 de 2 1.00
bp 1 1.00

AVERAGE: 0.41

Figure 10.b, Verification Results for Meta Data at the actual stage of Homogenization
(MASHVERO.RES, ordered statistics)



VIl. HOMOGENIZATION OF DA ILY DATA

MATHEMATICAL BASIS ( draft version)

Only the additive model is presented that is appropriate for temperature, pressure etc.
elements.

Relation of daily and monthly homogenization

Alternative possillities

T To use the detected monthly inhomogeneities directly for daily data homogenization

T Direct methods for daily data homogenization

Problems

T The direct use of the detected monthly inhomogeneities is probably not sufficient.

T Direct methods fodaily data homogenization is probably not enough efficient thinking of
the larger variability (less signal to noise ratio).

The Question

How can we use the valuable information of detected monthly inhomogeneities for daily data

homogenization?

Additive model for daily values (e.g. temperature)
X*(y,m,d) = my,md)+ nj‘(md)+1H*(y,md)+e(y,md)

m: climate change signal,m: spatial expected value,

IH : inhomogeneity , e: normal noise

st: station, m: month, y: year, d: day

Additive model for monthly means
Xn(y)=m(y)+ ng, +1H S (y) + €(y)
IH *(y) = IH *'(y,m): inhomogeneity (break points and shifts)

We haveestimated monthly inhoogeneities:llE;‘(y)

Valuable information! :IH *(y,m) = IH &(y)
But maybe a problem of direct use: the smoothness

Question:

Smooth estimatioril-ESt(y, m,d) for daily inhomogeneities

by using the estimated monthly inhomogersitiHE:! (y)?

Possible condition for daily estimation IHE*(y, m,d):

Smoothness and condition for meantE*(y, m) = 1HE(y)
Maybe a problemtoo strong inhomogeneities can be obtained.
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Other train of thought
Not to forget: he monthly valued I-'i_:;t(y) are only estimations,

stochastic variables. To know the rébllr?f(y) is impossible.

Consequently the monthly estimatioh&=!(y) may be modified.
But the modification must be controlled

The Essence of Procedure

I, Smooth estimation for daily inhomogeneities with
a not too strong condition e.g$d, : IFF'(y,m d,) = IHE(y)

i, Test of hypothesis to control the new monthly estimations:
IH3(y):= 1K (y, m)

The MASH Procedure fa Daily Data

1. Monthly meansX *(y) from daily data X *(y,m,d).

2. MASH homogenization procedure for monthly setie3(y) ,
estimation of monthly inhomogeneitieer;‘(y)

3. 0n the basisf estimated monthly inhomogeneitidskE;‘(y),
smooth estimation for daily inhomogeneiti¢gF* (y, m,d).

4. Homogenization of daily data:
X (y,md)= X*(y,md)- IIES‘(y, m.d).

5. Qulity Control for homogenized daily da¥®(y, m d).
6. Missing daily data completion.

7. Monthly meansX *!(y) from homogenized, controlled, completed

daily data X*'(y,m,d).

8. Test of homogeneity for the new monthly serﬁﬁt(y) by MASH.
Repeating steps-8 with X3(y), X*(y,md) if it is necessary.

Interpolation technique for QC and Data Completion
Daily data for a given month:

X, (t)i N(E ()D,t) (j=1.,M stationt=1...30)

Candidate dataX(t) Reference dataX; (t) (i, j)




CARPATCLIM Date Version Page
Report 01/03/2013 final 58

Interpolation: X (t)=w,,(t)+ & w, (t)X(t) where § w,(t) =

| RMSE (1)
D; (t)

The Optimum Interpolation Parametes§'(t), weP'(t) (i, j;t=1...30)

RMS Error and RepresentativityRMSE (t) , REP (t)=1-

minimizing RMSE (t), are uniquely determined by the expectations,

st. deviations and the correlations.

Problem: Estimation of daily statistical parameters.

Assumptions:
I Ej(t)' Ei(t)zeji’ Dj(t)/Di(t):dji ) (i s j;t=l,..,30)

i, cor(X, (&)X, (t.)=r> &% (i, i, =1..M;t,t, =1..30)

11J2

rS

=, correlation structure in spacer,; : correlation structure in time

U Partial corr.:corrle(tz)(xh(tl),ij(t )) = corr, (tl)(xh(tl),sz(tz))zo

Statement: If the assumptions i, ii, are fulfilled then

W) W W) we, REP(H): REP™ (t=1.30)

i ji

wherew', w;*, REFP® are the optimal parameters of monthly

interpolation: ¥, (t)=w,, +3 w,X, where Fw, =1.
i i,
Consgluence

The monthly statistical parameters can be used for daily interpolation.
i, Data Completion: € (t) = s + a WP (t)

il, Quality Cotrol can be based on the standardized error:

2 (=0 0

D, (t)L- REP™)

i N(01)

where W', wi™, REF™ are the optimal parameters of monthly

interpolationand D, (t) is the daily standard deviation.



CARPATCLIM Date Version Page
Report 01/03/2013 final 59

Test of Hypothesis of the standardized error serie<Z(t) (t =1..,n)
If the data have good quality ther(t)i N(01) (t=1..,n).

But Problem: P& max|Z(t)| < z § depends on the autocorrelation.
¢t <

Statement:

i, If z(t) (t=1..,n) is a Markov process, furthemore

ii, and P( z(t)| <z | |z(t- 1)|<z)2 P(|zt)|<z) (t=2..n),
then Pgemaxz( 8 OP( z(t)<z).

Example:
If Z(t) (t=1..,n)is a normal AR(1) process thérii, are fulfilled.

Decision according to test of hypothesis
We have wrong data:

If |Z(t)| >z, where critical value z, is defined by

the significance Ievep (e.g.: p=0.01) as,

P%em?xz(t) z, (2F( )-1)"=1-p ,

F (z): standard normal distribution function.

Multiple QC for daily data

More standardized error series axamined without common

reference series to separate the wrong data for the candidate station.
Correction of the wrong data is based on confidence intervals.
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THE STRUCTURE OF MASHDAILY PROGRAM SYSTEM

Main DirectoryMASHv3.03:

Directory MASHDAILY:
- SubdirectorylCOSTHOMEINPUT

- SubdirectoryMASHDAMO:
- MASHDAMO.BAT
- SubdirectoryMASHFORMAT
- SubdirectoryMASHDAMOSUB
(do not use it including "subroutines")

- SubdirectoryMASHDAILY:
- SubdirectoryMASHDPAR
- Parametrization program: MASHDPAR.BAT
- Main Program: MASHD.BAT

- SubdirectoryMASHDMANUQC ( imanual 6 progr ams)
- SubdirectoryMASHDMISSING ( imanual 6 progr ams)
- SubdirectoryMASHDSUB

(do not use it including "subroutines")

DirectoryMASHM ONTHLY (See Page 21)

MASHDAILY IN PRACTIC E

|. Monthly Data from Daily Data in Subdirectory MASHDAILY \ MASHDAMO
MASHDAMO.BAT (see page 57)

Il. Homogenization of Monthly Series in Directory MASHMONTHLY \SAM

MASH homogenization procedure for montisigries, estimation of monthly
inhomogeneities.

Input Files fromMASHDAMO \MASHFORMAT: M{j} (j=1,....,12), FILASTAT.PAR
(see p. 58; Copy batch File in Subdirectory MASHFORMAT: COPYSAMPAR.BAT)

[1l. Homogenization of Daily Data in Subdirectory MASHDAILY \ MASHDAILY

1. Parametrization in Subdirectory MASHDAILY \ MASHDAILY \MASHDPAR:
MASHDPAR.BAT (see pages 538)

2. Homogenization of Daily Data, Automatic Qulity Control for Homogenized Daily
Data, Missing Daily Data Completionin Subdirectory MASHDAILY \ MASHDAILY:
MASHD.BAT (see pages 589)

3. Possibility for Manual Program Proceduresn MASHDAILY \ MASHDAILY (p.
59):
Quiality Control in MASHDMANUQC; Missing data completion in MASHDMISSING
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THE MAIN PROGRAM and I/O FILES in Subdirectory MASHDAMO

EXECUTIV E FILE: MASHDAMO.BAT

INPUT:
Original Daily DataDAILY.DAT
Maximal number of stations: 500
Maximal number of years: 200
Format of Data File:

row 1: names of stations (obligatory!), Format: (2x,character*6)?

column 1: date of year (14)

column 2: month (12)

column 3: day (12)

column i+3: series i.

Data Format: F8.2

Mark of Missing Values: 9999.99

File of Filambda Station CoordinatddL ASTAT.PAR (see page 60)
Model: additive or multiplicative

RESULT OUTPUT FILES in MASHDAMO \MASHFORMAT :
(Input Files of MASHMONTHLWSAM)

Files of Monthly SeriesM{J} (J=1,..,12)

File of Filambda Station CoordinatddL ASTAT.PAR

RESULT OUTPUT FILES in MASHDAILY \MASHDPAR:
Original Daily DataDAILY.DAT

Files of Monthly Seriesv{J} (J=1,..,12)

File of Filambda Station CoordinatddLASTAT.PAR
Parameter FileMASHDPAR.PAR

THE MAIN PROGRAM and I/O FILES of Subdirectory
MASHDAILY \ MASHDAILY \MASHDPAR

EXECUTIVE BATCH FILE : MASHDPAR .BAT

THE STEPS OFMASHDPAR .BAT:
MASHDTRAN.EXE & MASHDTOPEXE& MASHDTEXT.EXE

INPUT DATA FILES:

Result Files froMASHMONTHLY \SAM\SAMEND:
Homogenized Monthly Seried {j}h (j=1,....,12)
Monthly InhomogeneitieM {j}i ( j=1,....,12)

(Copy batch File in Subdirectory SAMEND: COPYMASHDPAR)

INPUT DATA FILE SDAILY.DAT, M{J} (3=1,..,12), MASHDPAR.PAR,
FILASTAT.PAR are written in by MASHDAMGBAT



CARPATCLIM Date Version Page
Report 01/03/2013 final 62

OUTPUT FILES written in Directory MASHDAILY \MASHDAILY
MASHDPAR.PAR,FILASTAT.PAR, REFEREICE.PAR,DAILY.DAT, M{j} (j=1,....,12),
M{h (=1,....,212), M{j}i (j=1.... .,12)

Work and Parameter FileBMP{j}.PAR ( j=1,....,6 ), M{j}h.tr (j=1,....,12)

THE MAIN PROGRAM and I/O FILES of Subdirectory
MASHDAILY \ MASHDAILY

EXECUTIVE BATCH FILE : MASHD .BAT
INPUT DATA FILES are written in by MASHDPARBAT

RESULT OUTPUT FILES:

Homogenized, Controlled and Completed daily DBRXAILYHOMQC.DAT
Homogenized and Completed daily Data (without QZAILYHOM.DAT
Daily InhomogeneitiesDAILYINHOM.DAT

Result of Quality ControERROR.RES

THE STEPS OFMASHD .BAT:

1. STAT1.EXE:
Input: MASHDPAR.PAR,M{j}h ( j=1,....,12 ), FILASTAT.PAR
Output: STAT1{j}.PAR (j=1,....,12)

2. DMINHOM1.EXE:
Input: MASHDPAR.PAR,M{j} (j=1.....,12 ), M{j}i (j=1,....,12)
Output: DMSTAT.RES, IM{j}i.PAR (j=1,....,12 )

3. DMINHOM2.EXE:
Input: MASHDPAR.PAR, M{j} (J=1,....,12 ), M{j}i (j=1,....,12)
Output:DM{j}i (j=1,....,12)

4. DMINHOM3.EXE:
Input: MASHDPAR.PAR, IM{j}i (j=1,....,12)
Output:DM{j}i (j=1,....,12 ) (Daily inhomogeneities in 12 files)

5. DMDATA.EXE:
Input: MASHDPAR.PAR,DAILY.DAT
Output:DM{j} (j=1,....,12) (Original daily data in 12 files)

6. DMINHCORR.EXE:

Input: MASHDPAR.PAR, IM{j}i.PAR ( j=1,....,12), DM{j}i (j=1,....,12),
DM{j} (j=1,....,12)

Output:DM{j}h (j=1,....,12 ) (Homogenizedlaily data in 12 files),
DM{j}d ( j=1,....,12) (Daily st. deviations in 12 files)
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7. QC.EXE

Input: MASHDPAR.PAR,REFERENCE.PARSTAT1{j}.PAR (j=1,....,12),
DM{j}i (j=1,....,212), DM{j}h (j=1,....,212), DM{j}d (j=1,....,12),

DM{j} (j=1,....,12), M{j}i (j=1,....,12)

Output:DM{j }hc ( j=1,....,12 Homogenized, controlledaily data in 12 files)
ERROR.RES

Work and Parameter FileQC1.PAR,QC2.PAR,ERR{j} (j=1,....,12 ), ERROR.PAR

8. MISSINGEXE:

Input MASHDPAR.PAR,FILASTAT.PAR,

DM({j}hc (j=1,....,12),STAT1{j}.PAR (i=1,..12)

Output:DM{jthcm ( j=1,....,12 )(Homog., controlled, completethily data in 12 files)
Work and Parameter FileBtISSING1.PAR, MISSING2.PAR

9. DAILYEND.EXE:
Input: MASHDPAR.PAR, IM{jthcm ( j=1.....,12 ), DM{j}i (j=1,....,12 )
Output: DAILYHOMQC.DAT, DAILYHOM.DAT, DAILYI NHOM.DAT

MANUAL PROGRAM PROCE DURES n Subdirectory MASHDAILY \ MASHDAILY

1. Quality Control programs in subdirectory MASHDMANUQC

1.1 Selection of errors resulted by automatic QC
ERRORSELECT.BAT : Selection Procedure
Input: ERROR.RES being result of automatic QC, and a critical value for errors
Output: ERRORSELECT.RES
1.2 Correction of the homogenized daily data series
DAILYHOMQCM.BAT : Manual Correction oDAILYHOM.DAT
Input: DAILYHOM.DAT and
optionalyERRORSELECT.RES or typing errors
Output:DAILYHOMQCM.BAT

2. Missing data completion in subdirectory MASHDMISSING
MASHDMISS.BAT : Missing Data Completion Procedure
Input File:DAILYMISS.DAT with missing values (9999.99)
Output File:DAILYCOMPL.DAT with completed series

Remark: It is also a possibility to modify the result of automatic QC.
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EXAMPLE FOR APPLICATION OF MASHDAILY SYSTEM

Examined Data: DAILY.DAT

Daily temperature series (190930), 10 Stations in Hungary.
Temperature element: (max+min)/2
Model: additive

File of Filambda Station Coordinates: FILASTAT.PAR

index lambda(x) fi(y)

18.65308760 47.18486400
20.62684630 46.57159040
17.09815790 47.05921170
20.14969640 47.21730420

17.39957430 47.90058140

20.80181500 46.85120390
16.83021930 47.91734310
19.18956180 45.94506840
16.73989490 47.59620290
19.86032100 46.45614240

QOUWoO~NOUPR~WNE

=

Estimated Monthly Inhomogeneities for a year

0 f T T T T T T
31 61 9& ﬁl 151 181 211 241

331

361

Smoothed Monthly Inhomogeneities (Estimated Daily Inhomogeneities)

Figure 1. Example for smoothing of Monthly Ihomogeneities
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Detected errors in September 1903 at Station 10 (ERROR.RES)

stl st2 st3 st4 stb st6 st7 st8 st9 stl0
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

0 .0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
0.0 0.0 0.0 00O

190397 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
190398 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
1903 910 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
1903 911 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Original Data
19039120.517.120.017.521.018.118.719.519.312.3
19039219.817.920.815.521.514.918.419.320.213.2
19039319.117.320.815.521.315.818.517.217.511.3
19039419.717.519.815.319.015.818.819.217.210.4
19039520.317.820.516.021.017.4 19.320.417.813.2
190396 20.918.721.317.320.018.619.921.418.813.8
19039722921.522517.822.019.518.923.6 19.013.9
190398 22.520.925.019.023.019.819.1 23.519.515.5
190391017.718.417.0
1903911 16.513.7 18.311.8 14.513.513.1 188 14.1 6.2
Longterm means in September

190391
19039 2
190393
190394
190395
190396

0.0
0.0
0.0
0.0
0.0
0.0

.0 0.0 0.0 0.0

-34
-2.2
-3.1
-5.0
-2.6
-2.7
-4.9
-2.9
-1.8
-5.5

13.8 13.6 19.0 14.3 18.9 13.7 12.7

16.7 15.916.2 14.9 15.915.514.6 17.0 14.7 16.6

Figure 2. Part Results of Quality Control

TEST STATISTICS for ANNUALSERIES (OUTPUT of
Critical value (significance level 0.05): 20.53

1. Test Statistics Before Monthly Homogenization

Station TSBM Station TSBM  Station
4 317.85 6 241

127.66 7 91.66 10 68.36

62.55 8 61.84 5 42.06

15.82 AVERAGE: 118.42

TSBM
41

9
1
3

2. Test Statistics After Monthly Homogenization

Station TSAM Station TSAM  Station TSAM
28.64 5 2511 9 2273
18.52 1 1812

14.96 2 14.82 10

10.26 AVERAGE:

12.41
18.08

w o~

3. Test Statistics After Monthly&Daily Homogenization
Station TSAMD Station TSAMD  Station
28.89 5 2540 2 25.06
21.98 1 17.60 4 16.52
15.23 6 14.66

9.00 AVERAGE:

7
9
8

10 18.40

MASH)

2 155.04

8 15.26

TSAMD

9.69

Figure 3. Verification Results for the Annual Series (MASHVERI.RES)
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AVERAGED TESTSTATISTICS FOR MONTHLY SERIES (10 Stations)

Average of Test Statistics Before Monthly Homogenization: TSBM
Average of Test Statistics After Monthly Homogenization: TSAM

Average of Test Statistics After Monthly&Daily Homogenization: TSAMD

MONTH TSBM TSAM TSAMD
28.5 12.0 12.1
21.1 16.6 17.0
41.2 24.0 22.4
73.7 17.5 17.8
82.1 15.7 13.4
100.7 14.7 125
84.5 16.1 14.2
61.7 16.0 14.3
131.4 12.9 131
10 56.3 14.6 16.0
11 38.9 10.4 11.2
12 34.5 18.7 20.4
SP 90.6 19.9 20.2
SuU 92.6 18.7 17.2
AU 1013 171 19.6
Wi 32.1 18.3 16.6
Y 1184 18.1 18.4

O©CoO~NOOOUTA,WNPE

Critical value (significance level 0.05): 20.53
Test statistics (TS) can be compared to the critical value.

Figure 4. Average of Verification Results for the MonthlySeries
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PREFACE of Version MISHv1.02

The present versiokISHv1.02 is a continued development of the first version MISHv1.01.
The new parts built in the interpolation subsystem of MISH procedure are as follows:

I Data seriesomplementing that is missing value interpolation, completion for monthly or
daily station data series.

T Interpolation, gridding of monthly or daily station data series for given predictand
locations In case of gdding the predictand locations are thedes of a relatively dense
grid.

The potential interpolation area was also increased. At the present version the maximum
number of the rows of the half minutes grid that covers the interpolation area is 600 instead
of the earlier 400 ones. This means awith 150 008300 000 kriin Europe.
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PREFACE of Version MISHv1.01

The MISH method for the spatial interpolation of surface meteorological elements was
developedht the Hungarian Meteorological Servidéis is a meteorological system not only
in respet of the aim but in respect of the tools as well. It means that using all the valuable
meteorological informatioin climate and supplementary model or background informéition
is intended. For that purpose developing an adequate mathematical backgreuatsava
necessary of course.
In the practice many kinds of interpolation methods exist therefore the question is the
difference between them. According to the interpolation problem the unknown predictand
value is estimated by use of the known predictoruesl The type of the adequate
interpolation formula depends on the probability distribution of the meteorological elements!
Additive formula is appropriate for normal distribution (e.g. temperature) while some
multiplicative formula can be applied for qudsgnormal distribution (e.g. precipitation).
The expected interpolation error depends on certain interpolation parameters as for example
the weighting factors. The optimum interpolation parameters minimize the expected
interpolation error and these paraters are certain known functions of different climate
statistical parameters e.g. expectations, deviations and correlations. Consequently the
modelling of the climate statistical parameters is a key issue to the interpolation of
meteorological elements.
The various geostatistical kriging methods applied in GIS are also based on the above
mathematical theory. However these methods use only a single realization in time for
modelling of the necessary statistical parameters that is neglecting the long igatavseh
series form a sample in time and space alike. The long data series is such a speciality of the
meteorology that makes possible to model efficiently the climate statistical parameters in
guestion!
The MISH method has been develometording to lte above basic principles. The main
steps of the interpolation procedure are as follows.
T To model theclimate statistical parameters by using long homogenized data series.
T To calculate the modelled optimum interpolation parameters which are certain known
functions of the modelled climate statistical parameters.
T To substitutethe modelled optimum interpolation parameters and the predictor values
into theinterpolation formula
The software MISH consists of two units that are the modelling and the intevpolat
systems. The interpolation system can be operated on the results of the modelling system.
Modelling System for climate statistical (deterministic and stochastic) parameters:
I Based on long homogenized monthly series and supplementary model varialeles. Th
deterministic model variables may be as height, topography, distance from the sea etc..
T Benchmark study, crosslidation test for representativity.
T Modelling procedure must be executed only once before the interpolation applications!
Interpolation Syem:
T Additive (e.g. temperature) or multiplicative (e.g. precipitation) model and interpolation
formula can be used depending on the climate elements.
i Daily, monthly values and many yearsodo mean:
T Few predictors are also sufficient fibre interpolation and no problem if the greater part
of daily precipitation predictors is equal to O.
T The representativity values are modelled too.

1 Capability for application of supplementary background information (stochastic
variables) e.gsatellite, adar, forecast data.
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|. MATHEMATICAL BACKGROUND *

1. INTRODUCTION

The MISH method was developed the Hungarian Meteorological Servite the spatial
interpolation of surface meteorological elements. This is a meteorological system not only in
respet of the aim but in respect of the tools as well. It means that using all the valuable
meteorological informatioin e.g. climate and possible background informatios required.

For that purpose an adequate mathematical background is also necessargenf ¢

2. SURFACE METEOROLOGICAL INFORMATION
The two basic types of information for the surface meteorological values are data measured at

the observation statiomsdcertain background information givei the nodes dd relatively
dense grid. Figl. is an illustration of the different kinds of utilized information.

© : Closed old manual station with long datz
O . series (Sample in space and in time!)

. ® ® . New automatic station with short data
series (predictor)

automatic station (predictor)
(Sample in space and in time!)

Optional location without data (predicta

O . . Closed old manual station and a new
Q.
+: Grid points with background information,

. e.g. forecast, satellite, radar data

Figure 1. Types of information for the surface meteorological values

The long data series can be considered as a sample in space and time for the climate and this
sample implievaluable informationfor the interpolation as well.

!SzentimNB &> ¢ &3 . A KtheNbtizal bgckgfound ofrthe ¥patial dnterpolation methods

and the softwarea L {1 6aS0iS2NRf23AO0If LYyGSNILRtIFIdGA2Yy ol aSR

Proceedings of the Conference on Spatial Interpolation in ClimatolodjyWeteorology, Budapest,
Hungary COST Action 719, COST Office, 2007, pp7 17
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3. SPATIAL INTERPOLA TION METHODS

In practice many kinds of interpolation methods exist therefore the question is the difference
between them. According to the interpolation problem the unknown prediét(a;ad) is

estimated by use of the known predictd@s ,t) (i =1,...,M ) where the location vectors

are the elements of the given space donldinand t is the time. The type of the adequate
interpolation formula depends on the probability distribution of the meteorological element.

3.1 Additive Interpolation Formula
Assuming normal distribution (e.g. temperature) the additive formula is adequate, that is, th
estimate may be written as

) M . M
Z(s, t)=w, +§ w Z(s,t) where § w =1, w20 (i=1..M), (1)
i1 =t
andw,, w (i =1...,M) are the interpolation parameters.

Root Mean Square Interpolation Error and Representativity:

ERRs,) \/E% So.t)- so,t 8 REP(SO):l-%;(S),

expectation anB(s, ) is the standard deviation of the predictand.

where Eis the

I oozN
-o0O

The local statistical parameters (expectations, standard deviations) and the stochastic
connections (correlatia), which are climate statistical parameters in meteorology, uniquely
determine the optimum interpolation parameters that minimize the interpolation error. The
various geostatistical kriging methods applied in GIS are also based on the above theory.
Howeve, these methods use only a single realisation in time for modelling statistical
parameters and neglect the long data series which form a sample in time and space as well,
while the sample makes it possible to model the climate statistical parametegstinmu

3.2 Multiplicative Interpolation Formula
Assuming quasiognormal distribution (e.g. precipitation sum) the multiplicative formula is
adequate, that is, the estimate may be written as

o

( )che M;WOC% ?vvi+ ?WM
St

Ggales ¢ J 2&al.y gqaggv eV

where J>0, g >0, a w =1landw20 (i=1..,M),
i=1
andq, w (i =1...,M) are the interpolation parameters.

'|'-I-O=OEOI

Similarly to the additive case above the optimum interpolation parameters are uniquely
determined by certain climate statistical parameters such as some lasatatgiarameters
and stochastic connections.
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4. POSSIBLE CONNECTION OF DIFFERENT TOPICS AND SYSTEMS

As we have seen modelling of the climate statistical parameters is a key issue to the
interpolation of meteorological elements and that modelling edrabed on the long data
series. Before detailing the problem of modelling and interpolation we present a block
diagram to illustrate the possible connection between various important meteorological
topics.

LONG DATA SERIES CLIMATE EXAMINATIORS.

Data Complementing Climate Chanae Detection

\ 4

Quality Control

Homogenizabn (MASH)

l

SPATIAL MODELLING@RMATE
PARAMETERMISH)

\ 4

| ncal Statistical Parameters

SPATIAL INTERPOLATION

A 4

For arbitrary LocatiofMISH)

e «

’

]

]

v :

REPRESENTATIVITY !
EXAMINATION SHORT DATA SERIES

A 4

Data

Cnmnlamantinn

OF ARBITRARY STATION
NETWORK

Inside the Network

¢ -----

L s ettt <

—p :Data and Method or/and Result FORECAST
— :only Method or/and Result o
- only Data E.g. Data Assimilation,

Figure 2. Connection of topics and systems
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5. SPATIAL INTERPOLATIO N WITH OPTIMUM PARAM ETERS

If we want to obtain appropriate modeled interpolation parametstsve have to examine

the optimum interpolation parameters, which can be written as certain functions of the
climate statistical parameters. In this paper only the interpolation by additive formula
(chapter 3.1) is detailed.

Notation:

Z(s,,t): predictand,Z(s,,t) (i =1...,M ): predictors

ERR(s,): root mean square interpolation error

E(s): expectation, D(s): standard deviation,r(s,,s, ): correlation
where location vectors are the elements of the given space donlain

Optimum Interpolation Error and Representativity:

ERR,.(s,) = minimumERR(s, ) : RER,, (So) =1- ERD?; ()So)

The Structure of the Optimum Interpolation Parameters:
Theminimum error can be obtained by the optimum interpolation parameters.
The optimum constantw, depends on the difference€(s,)- E(s) (i =1...M),

furthermore the optimum weighing factors; (i =1,.,M) as well as the optimum
representativityRER,.(s,) depend on the ratioB(s,)/D(s ) (i =1.,M) and the correlations
r(s,sj)(i,j :O,...,M). Thus the optimum interpolation parameters and themopt

representativity depend only on the correlation structure and the spatial variability of local
statistical parameters. Therefore the monthly interpolation parameters are applicable for the
interpolation of daily values too.

M
Remark:It can be proved titw, = § w(E(s,)- E(s)) and the vector of nonzero weighing
i=1
Cyl & , C;11'C @
predictandpredictors covariance vector and prediciorsdictors covariance matrix

respectively ad vectorl is identically one.

factors is w =

opr @nd C — are the proper

6. SPATIAL MODELLING OF CLIMATE PARAMETER S

6.1 Known Climate Statistical Parameters for Modelling
The long data series can be used to model the climate statistical parameters. If the stations

S, (j =1...,N )(Sl D) have long monthly series then the local parameters
E(S;). D(s;) (j=1...N) as well as the correlationsS,,,S,) (i, j, =1...N) can be

estimated statistically. Consequently these parametessaentially known and provide a lot
of information for modelling. It is again to be remarked that the geostatistical methods
applied in GIS neglect the long data series which leads to a loss of information.

6.2 Neighbourhood Modelling of Climate Statiscal Parameters
The known climate statistical parameters can be used for modelling the correlation structure
as well as the spatial variability of local statistical parameters. The basic principle of the
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neighbourhood modelling is as follows. L&(s), Q(s), T (s.s,) (s.5.8,51 D) be
certain model functions depending on different model variables with the following properties:
(@ P(S,)- P(S)e E(S,)- Els,) .if  [s,-Sp[<d,

o Ol 0)

© 75(Su.S5)0r(S,S,) L if Sii-s|<d, and [s;, - s <d,

Jf 1S, - S, <d,

The model variables may be height, topography (e.g. AURELHY principal components),
distance from tb sea etc..

7. SPATIAL INTERPOLA TION WITH MODELLED P ARAMETERS

According to the chapters 5., 6.2 both the modelled weighting faﬁlo:s{lel,....,vT/M]Tand
the modelled optimum representativilRER(s,) can be derived from the values of

Qls, )
Q(Si )

Interpolation with Modelled Parameters:

(0] M M M

Z(sy,t) =W, +a W Z(s,.t) =8 W (P(s,)- P(s))+& Wz(s ,t). Furthermore,
i=1 i=1 i=1

Representativity of the Interpolation with Modelled Parameters:

(i=1..M), g (s.s;) (i,j=0...M). Hence,

RER,.(s,)=1- H?&"SF;()SO) , where ERR,»(s,) is the rmt mean square intgolation error

obtained by the modelled parameters.
To model the local statistical parameters we can follow a similar approach, that is,
Modelling of Monthly Expectation (using additive interpolation):

E™(s)= 8 % (P(s)- P(s, )+ & WE(S,)

Modelling of Monthly Standard Deviation (using multiplicative interpolation):
W

X & . 0
o) =) (s,
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Examples in Hungary
Hungary: 0.56x0.56 resolution, approx. 300

Example 1

Monthly mean temperature: 57 stations with long homogenized data $£8712000). One
model for each grid point taking into account the nearest 10 stations.

Examination of approx. 600 combinations of stations.

7 e iy
LOORWNSOD.
V7 N
i
Fy

Figure 5. Interpolation of dailly mean temperature on 29 September 2004 based on 100 observations
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Example 2

Monthly precipitation sum: 500 stations with long homogenized daties (1972000). One
model for each grid point taking into account the nearest 30 stations.

Examination of approx. 18 000 combinations of stations.

Figure 8. Interpolation of daily precipitation sum on 27 July 2004 based on 103 observations
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8. BENCHMARK STUDY TO TEST THE MODELLIN G RESULTS

The crossvalidation test is a possibility to evaluate the interpolation methods. That is
interpolation between the station data series and examination of the root mean square

interpolation errorsERR(S, ) or the representativitREP(S, ) (j =1,..,N).

In our case the interpolation with modelled parameters has been compared to the
interpolation with optimum parameters. In Figures 9, 10 we show the mean monthly
representativity values that were calculated for both the monthly meaeregnme (based on

57 stations) and the monthly precipitation sum (based on 500 stations). For temperature the
additive formula (chapter 3.1) while for precipitation the multiplicative formula (chapter 3.2)
was applied. For the temperature the inverse rmistanethod which has also an additive
interpolation formula was applied too. The notations of the various representativity values
are,

RER,,: interpolation with optimum parameters,

RER,.: interpolation with modelled paraaters,
RER,, : inverse distance method.

~—" —
—— REPOpP
N\ e
’ \\_ /‘4 REPinv
0.5

Figure 9. Mean monthly representativity values for monthly mean temperature, 57 stations

0.9

0-8 )
0.7 §

—— REPOP
o.6

— - REPMp

0.5

0.4

Figure 10. Mean monthly representativity values for monthly precipitation sum, 500 stations
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9. MODELLING OF REPRESENTATIVITY RER,

We can also develop an interpolation procedure for modelling the interpolation error or the
representativity. Let RER(s,), RER®Y(S)(j=1..,N) be the modelled optiom
representativity values according to chapter 7, whgrds the predictand location, and

S, (j=1..,N) are the former station locations. Maveer the representativity values

REF;,,P( )( =1,...,N ) are known as a result of the benchmark study (see chapter 8). Then
the representativity of the interpolation with modelled parameters can be interpolated as

W
41- RER,(S,) 0
RERXY(s,) =1- e i RER
MP ( ) 9 ?— REpnod( )Cﬁl OoP (SO))
The strength of representativity depends on the predigiesdictos system as well as the
guality of modelling. Figures 11,12 are an illustration where the grid points are the predictand
locations.

yo0o000000OA
90090000
boNounrwN

seNDaRmRao

S

Figure 11. Modelled representativity vaIuesREF,\‘,,“,f“ for mean temperature in September
the former 100 observing stations are the predictor locations

m)

SaNoanwhao
WONOOBLN

00 000.000

b

Figure 12. Modelled representativity valuesRER,5™ for precipitation sum in July,
the former 103 observing stations are the predictor locations
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10. INTERPOLATION WITH BACKGROUN D INFORMATION

The background information e.g. forecast, satellite, radar datd&ige® can be efficiently
used to decrease the interpolation error. In this paper only the interpolation based on additive
model or normal distributiors presented.

Let us assume thaz(sj,t) (j=1..,N) are the dataneasured at the observation stations,
Z(s,t) is the predictand and(s;,t)(i =1...,M)are the predictors where the location

vectorss are the elements of the given space dondin Furthermore leG(s t) (si D) be
some background information given on a dense grid. The linear motfietonditional
expectation b Z(s,t), givenG(s t), is

Ez(st)|Glst) = E6)+ g, + dG(st)- E(S)) . (s D)

where E(s) is the expectation in space (chapter 5.). The unknown regression parameters
9,. 9, and the correlatiorR = corr(Z(st),G(st)) can be estimated taking int account the
given Z(sj,t), G(sj,t)(j =1..,N) and the modelled expectatiorEm"d(sj) (j=1...N)

formulated in chapter 7. According to chapfeagain the interpolation without background
information can be written as

g(so,t) =W, +§ W, s, t)
Applying the slazllme interpolation formula for the background information, we have
C@E(so,t) =W, + g W, CiB(sji t)

Finally, the forlr;lulas in case of using backgrourfdrmation are as follows:

Interpolation: 7 (Se,t) = %(s0 t)+g, &(so,t) - é(so,t)g
(;, -

Representativity: RERS®S (s,) = RER(s,) + (1- RERZ(s,))dL- V1- R?)

Figure 13 shows an example. The similarity to Figure 5 is a consequence of the weakness of
the correlation.

136 *
oy % WAL
5_,9,é7;'1$"2 1%.5%4.0.1 877
15,3 132 3 | 1aaigs

)

1

Figure 13.Interpolation of daily mean temperature on 29 September 2004 based on 100 observations and
24 hourly forecast as background information (correlation:R=0.48)
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11.SOFTWARE: MISH v1.01

We summarize briefly the most important facts about the developed software. MISH
Essentially the system consists of two units that are the modelling and the interpolation
systems. The interpolation system can be operated on the results of the modelling subsystem.

(a) Modelling Subsystem

(1) Based on long homogenized monthly series.

(2) Benchmark study for interpolation errors or representativity.

(3) Modelling procedure must be executed only once before the interpolation
applications.

(b) Interpolation System
(1) Additive (e.g. temperature) or multiplicative (e.g. precipitgtimodel and
interpolation formula can be used depending on the climate elements.
(2) Daily, monthly values and many year sd me
(3) Few predictors are also sufficient for the interpolation.
(4) No problem if the greater part dily precipitation predictors is zero.
(5) Interpolation error (or rather the representativity) can be modelled too.
(6) Capability for application of background information suckatsllite, radar,
forecast data.

12. CONCLUSION

To darify the problem of spatial interpolation in meteorology we have to compare the
statistical climatology to the geostatistics in respect of methodology. The statistical
climatology based on sample in time is bound to be more powerful than the gecstatistic
based on only one realisation in time. In meteorology the preference of the geostatistical
methods applied also in GI$ over the statistical climatology leads to a loss of information.
Nevertheless appropriate spatial modelling parts must be inctegorato statistical
climatology. For that purpose an adequate mathematical background is also necessary of
course.
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Il. THE PROGRAM SYSTEM MISH

.1 GENERAL COMMENT S

The software MISH consists of two units that are the modelling and the interpolation
systems. The interpolation system can be operated on the results of the modelling system!

A, Modelling System
T For monthly climate statistical parameters:
deterministic parameters (e.g. expectations), stochastic parameters (e.g. correlations)

I Based on long homogenized monthly series and supplementary model variables.
The statistical parameters can be modelled per month on the basis of the monthly series.
The deterministic model variables may be as height, topography, diftanctehe sea
etc.

T Additive (e.g. temperature) or multiplicative (e.g. precipitation) model can be used
depending on the climate elements.

T Benchmark study, crosalidation test for expected interpolation error or
representativity.

T Modelling procedure muibe executed only once before the interpolation applications!

T The statistical parameters modelled for a month can be used for the interpolation of
arbitrary daily and monthly values within the month!

1. Coordinate system: spherical coordinates in deaegrees [ /%)

2. To cover the interpolation area with a (rectangle) Grid in decimal degré&es
Cell size: equidistant dense scale, scale is the same in decimal dgdtéé} (

0.56x0. 506 suggested (.59 D.0083833333%)!
The Grid as a matrix;: maximum number of rows: 600, maximum number of colums: 900
(e.g. 0.506x0.508 r es o0150Q00360000 kréiid Buropep ws, 900 co

3. Height data for the Grid (A,2). The height is alwaysdel variable.

4. Observation stations with long (homogenized) monthly series within the interpolation area
(covered by the Grid (A,2)). Modelling of the statistical parameters for a month is based on
the monthly series. However the modelled monthljistteal parameters can be used also to
interpolate daily values within the month!

Minimum number of the stations: 10; maximum number of the stations: 500.

Representative station network is suggested.

Minimum length of the series: 20; maximum lengthlef series: 50.

Length 3050 is suggested taking into account the temporal representativity as well as the
posssible climate change.

5. Other model variables besides the height for the Grid (A,2). The model variables are
deterministic variables, e.g. topaghy, distance from the sea.

Minimum number of model variables besides the height: 0; maximum number of model
variables besides the height: 19.
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B, Interpolation System

T The interpolation system can be operated on the results of the modelling system!
T Modelling procedure must be executed only once before the interpolation applications!

i Dail vy, mont hly values and many yearso6 me:;

parameters modelled for a month can be used for the interpolation of arbitrary daily and
monthly values within the month!

T Additive (e.g. temperature) or multiplicative (e.g. precipitation) model and interpolation
formula can be used depending on the climate elements.

T Few predictors are also sufficient for the interpolation and no problem gréager part
of daily precipitation predictors is equal to 0.
T The representativity values are modelled too.

T Capability for application of supplementary background information (stochastic variable)
e.g.satellite, radar, forecast data.

1. Observations witin the interpolation area (covered by the Grid (A,2)) can be daily and
mont hly values or many yearsO means.
Minimum number of observations: 1; maximum number of observations: 1000.

2. Interpolation:
a, For given predictand locationsifmmum: 1, maxinum: 1000) with detailed Results.

Predictand locationspherical coordinates in decimal degree$, (*)
b, For the Grid (A,2) , to obtain Map.

3. Background Information for a relatively dense grid covered by the Grid (A,2).
Backgroundnformation Grid:in decimal degrees (%, /*).Cell size: equidistant scale (at our
example: 0.1%3*, 0.1/ *); matrix form: maximum number of rows: 600, maximum number of

colums: 900.In case of having Backgund Information the minimum number of
observations is 10. The Background Information is appropriate stochastic variable such as
satellite, radar or forecast data.

Remark
The modelling and the interpolation systems can be applied directly for interpotdtio
annual values and many yearsod6 annual means

parameters is based on long homogenized annual series.

The new parts ofinterpolation System in Version MISHv1.02

T Missing value interpolation, completioarfmonthly or daily station data series.
(max. number of series: 500; max. length of series for a given month: 4000)

T Interpolation, gridding of monthly or daily station data series for given predictand
locations In case of gdding the predictantbcations are the nodes of a relatively dense
grid. (max. number of series: 500; max. length of series for a given month: 4000; max.
number of predictand locations, gridpoints: 5000)

These new parts can be also operated on the results of the modellerg! skisé statistical
parameters modelled for a month can be used for arbitrary daily and monthly series values
separated for the month!

-

C
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1.2 THE STRUCTURE OF PROGRAM SYSTEM

Main DirectoryMISHv1.02:
- MISHMANUAL.PDF
- SubdirectoryEXAMPLE
- DirectoryMISH :
- SubdirectoryMODEL :
- Modelling Program and 1/O Files of MISH

- SubdirectoryMODPARINTER
(Parameter Files for subdirectdyTERPOL )

- SubdirectoryMODELSUB
(Executive subroutines for MODEL.BAT, do noinrthem)

- Subdirectory NTERPOL :
- Interpolation Program and I/O Files of INTERPOL

- SubdirectoryMODPARINTER
(Parameter Files of subdirectdyTERPOL )

- SubdirectoryINTERSUB
(Executive subroutines for INTERPAR.BAT,
INTERPRED.BAT, INTERGRID.BAT, d not run them)

- SubdirectoryMISHMISS
- Program and I/O Files of MISHMISS

- SubdirectoryMISSSUB
(Executive subroutines, do not run them)

- SubdirectoryMISHINTERSER
- Program and I/O Files of MISHINTERSER

- Subdirectory NTERSERSUB
(Executive subroutines, do not run them)
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MISH IN PRACTICE

. Modelling in Subdirectory MODEL

MODEL .BAT: Modelling Procedure. Modelled Statistical Parameters for Interpolation are
obtained in Subdirectory MODEIMODPARINTER.
(To save the Modelled Statistical Parameters is suggested.)

[l. _Interpolation in Subdirectory INTERPOL

The appropriate monthly Modelled Statistical Parameters for Interpolation must be included
by Subdiretory INTERPOL MODPARINTER.

(Modelled Statistical Parameters must be copied in.)

1. INTERPAR.BAT:
Parametrization and Examination of Observations and Background Information.

2. The further steps can be used optionally
INTERPRED .BAT: Interpolation for giverPredictand Locations
INTER GRID.BAT: Interpolation for the Grid

Attention: The INTERPAR.BAT must be repeated before the interpolation if the Files
of Observations or Background Information are changed!

lll. Data Complementing in Subdirectory INTERPOL \MISHMISS
The appropriate monthly Modelled Statistical Parameters must be included by Subdirectory
INTERPOL MODPARINTER. (Modelled Statistical Parameters must be copied in.)

MISHMISS.BAT: Missing Values Completion of Station Data Series

[V. Int erpolation of Series (Gridding) in Subdirectory INTERPOL\MISHINTERSER
The appropriate monthly Modelled Statistical Parameters must be included by Subdirectory
INTERPOL MODPARINTER. (Modelled Statistical Parameters must be copied in.)

MISHINTERSER.BAT: Interpolation of Station Data Series for given Predictand
Locations

Gridding: the locations are the nodes of a relatively dense grid.
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The MODELLING PROGRAM and 1/O FILES of Subdirectory MODEL

1. Executive Batch File in Directory MODEL
MODEL.BAT: Modelling Procedure
1.1 Subroutines of MODEL.BAT (in MODEL\ MODELSUB):

PAR.EXE: Parametrization

STATISTICS.EXE: Estimation of statistical parameters of the data series
COMBIN.EXE: Selection of station combinatiofts neighbourhood modelling
STOCHMODEL.EXE: Modelling of stochastic parameters
DETMODEL.EXE: Modelling of deterministic parameters
BENCHMARK.EXE: Evaluation of modelling, crosalidation test
MODELGRID.EXE: Modelling results for the grid

2. Input Files and Input Data in Directory MODEL
(See the Data Files of Subdirect@}AMPLE)

DATASERIES.DAT:

Monthly data series for a given month.

Format ofDATASERIES.DAT (max. number of series: 500, suggested length of series: 30):
row 1: indexes or numbers of stats (obligatory!)
column 1: dates or serial indexes
column i+1: series i.

FILAMBDAHST.DAT: Spherical coordinates”, /* and heights for the stations
HEIGHTGRID .DAT: Determination of the grid/(*, /*); heights for the grid
MODVARIST .DAT: Model variabledor the stations

MODVARIGRID .DAT: Model variabledor the grid determined by HEIGHTGRIDAT

Question on the screen
Model?: (a)dditive (e.g temperature) or (m)ultiplicative (e.g. precipitation)

3. Output and ResultFiles

3.1 Result Files 1 written in Subdirectory MODEL\ MODPARINTER
(See: Input Files of Directory INTERPOL)

ALF.PAR, BET.PAR, GAM.PAR, MED.PAR, DEL.PAR, POTPRED.PAR,
INTPAR1.PAR, HEIGHT.PAR(= HEIGHTGRID .DAT)

3.2 Result Files 2 in Directory MODEL
DETMODSTAT.RES: Statistical results of modelling deterministic parameters
BENCHMARK.RES: Benchmark studygvaluation of modelling

MEANGRID.RES: Long term means interpolated for the gietermined by
HEIGHTGRID.DAT

4. Parameter Files

TRANS.PAR, MHTR.PARSTAT1.PAR, TOPOG.PAR,TAVOLSAG.PAR,
MAPCOMB.PAR, REFCOMB.PAR, REFSTCOMB.PAR, STAT2ST.PAR,
STAT2.PAR,VARST.PAR, VAR.PAR, REPST.PAR
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The INTERPOLATION PROGRAM and I/O FILES of Subdirectory INTERPOL

1. Executive Batch Files in Subdirectory INTERPOL

INTERPAR.BAT: Parametrization and Examination of the Background Information
INTERPRED.BAT: Interpolation for given Predictand Locations

INTERGRID.BAT: Interpolation for the gridletermined by HEIGHT.PAR

2. Input Files and Input Data

2.1 Input Files 1 in SubdirectoryINTERPOL \ MODPARINTER

ALF.PAR, BET.PAR, GAM.PAR, MED.PAR, DEL.PAR, POTPRED.PAR,
INTPAR1.PAR, HEIGHT.PAR

See: Result Files of DirectorylODEL

Attention: Subdirectory MODPARINTER must include the necessary Parameter Files!
(Modelled Statistical Parameters rhbe copied in Subdirectory MODPARINTER.)

2.2 Input Files 2 in Subdirectory INTERPOL
(See the Data Files of Subdirect@}{AMPLE)

OBSERVED.DAT: Observations and coordinates (min. number: 1; max. number: 1000)

BACKINFGRID.DAT: Background Information for grid inside thegrid determined by
HEIGHT.PAR

PREDTANDFILA.DAT: Predictand coordinates (min. number: 1; max. number: 1000)
(Input ofINTERPRED.BAT )

3. Output and Result Files in Subdirectory INTERPOL

INTERP AR.RES: Output of INTERPAR.BAT (if we havBackground Information)
INTERPRED1.RES: Output of INTERPRED.BAT (detailed Results)
INTERPREDZ2.RES: Outputof INTERPRED.BAT (less detailed Results)

INTERGRID1.RES: Outputof INTERGRID.BAT (Interpolation withouBadkground
Information)

INTERGRID2.RES: Outputof INTERGRID.BAT (Interpolation wittBackground
Information)

4. Parameter Files
BACKINFH.PAR, BACKINFM.PAR OBSERVED1.PAR, INTPAR2.PAR, MODPAR.PAR
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The PROGRAM and I/O FILES of Subdirectory INTERPOL \MISHMISS

1. Executive Batch File in DirectoryMISHMISS

MISHMISS .BAT: Data Complementing Procedure

Subroutines oMISHMISS .BAT (in MISHMISS \MISSSUB):

INTERPAR3.EXE: Parametrization
INTERMISS.EXE:Data Complementing Subroutine

2. Input Files and Input Data

2.1 Input Files 1 in Subdirectory INTERPOL\MODPARINTER

ALF.PAR, BET.PAR, GAM.PAR, MED.PAR, DEL.PAR, POTPRED.PAR,
INTPARL.PAR, HEIGHT.PAR

See: Result Files of DirectorflODEL

Attention: Subdirectory MODPARINTER must include the necessary Parameter Files!
(Modelled Statistical Parameters must be copied in Subdirectory MODPARINTER.)

2.2 Input Files 2 in SubdirectoryMISHMISS
(See the Data Files of Subdirect@}AMPLE)

OBSSERIES.DAT:

Observed station data series with missing values

Format of OBSERIES.DAT nax. number of series: 500; max. length of series: 4000):
row 1: indexes or numbers of stations (obligatory!)
column 1: dates or serial indexes
column i+1: series i.

Mark of Missing Values: 9999

OBSFILA.DAT: Coordinates of Stations

3. Output and Resllt File in Subdirectory MISHMISS

OBSSERIES.RES:Complemented station data series

4. Parameter Files
MODPAR.PAR, MISS1.PAR, MISS2.PAR
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The PROGRAM and /O FILES of Subdirectory INTERPOL \MISHINTERSER

1. Executive Batch File in DirectoryMISHINT ERSER

MISHINTERSER .BAT: Series Interpolation Procedure

Subroutines oMISHINTERSER .BAT (in MISHINTERSER\INTERSERSUB):

INTERPAR4.EXE: Parametrization
INTERSER.EXE:Series Interpolation Subroutine

2. Input Files and Input Data

2.1 Input Files 1 in Subdiectory INTERPOL \MODPARINTER

ALF.PAR, BET.PAR, GAM.PAR, MED.PAR, DEL.PAR, POTPRED.PAR,
INTPARL.PAR, HEIGHT.PAR

See: Result Files of DirectorflODEL

Attention: Subdirectory MODPARINTER must include the necessary Parameter Files!
(Modelled Statistical Pararters must be copied in Subdirectory MODPARINTER.)

2.2 Input Files 2 in SubdirectoryMISHINTERSER
(See the Data Files of Subdirect@}AMPLE)

OBSSERIES.DAT:

Observed station data series

Format of OBSERIES.DAT fnax. number of series: 500; max. lengttsefies: 4000):
row 1: indexes or numbers of stations (obligatory!)
column 1: dates or serial indexes
column i+1: series i.

OBSFILA.DAT: Coordinates of Stations

PREDTANDFILA.DAT: Coordinates of Predictand Locations (max. number: 5000)
Gridding: the locations are the nodes of a relatively dense grid.

3. Output and Result Files in SubdirectoryMISHINTERSER

INTERSERIES.RES: Interpolated (Gridded) Series
INTERSERSTAT.RES: Statistical Results for the PrediothLocations

4. Parameter Files
MODPAR.PAR, OBSSER.PAR
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l1l. EXAMPLE FOR APPLICATION OF MISH SYSTEM

Figure 1. Map of Hungary

Interpolation Area: Transdanubia (the western part from Danube in Hungary)

Modelled Elements:(Monthly, daly) mean temperature in September and (monthly, daily)
precipitation sum in November.

Interpolated Elements: Daily mean temperature for a day in September and daily
precipitation sum for a day in November.

Missing Values Completion of Station Data SerieMonthly mean temperature series in
September and monthly precipitation sum series in November.

Gridding: Monthly mean temperature series in September and monthly precipitation sum
series in November.

1.1 EXAMPLE FOR T EMPERATURE

[11.1.1 MODELLING PART (Directory MODEL)

Input Data Files

(See the Data Files Format in SubdirecteAMPLE\ HUNTEMP\DATA\MODEL)
DATASERIES.DAT: Series of monthly mean temperature in September; 30 stations and 30
years. (Not genuine data.)

FILAMBDAHST.DAT: spherical coodinates in decimal degregs', /* and heights for the
stations

HEIGHTGRID.DAT: grid O . 5 6 x 0 . 5 pcovermg Teansdanubia;rheights for the grid
MODVARIST.DAT: 15 model variables (AURELHY principal components) besides the
heightfor the stations

MODVARIGRID.DAT: the model variablefor the grid determined by HEIGHTGRIDAT
MODEL (answetto the question on the scree(@)dditive




